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C h apter 1

In troduction

1.1 M otivation

The term “noise” is typically associated with unpleasant audible signals. Noise can be found 

everywhere, often in the form of unwanted electrical and audio disturbances. Technically, 

noise is any fluctuation that  is not part of the signal. In physics, it means “spontaneous 

fluctuations” . The quantities which fluctuate spontaneously with time are typically the 

number of active particles and their momenta, or distribution in energy states. In most, 

but not all cases, a signature of the noise process is tha t  the elementary events, which 

contribute to the noise, occur at random. For classical systems, like most electronic devices, 

the origin of the noise is thermal. This noise is a result of spontaneous fluctuations in the 

number and energy of the active particles in the electronic device. This thermal noise can 

be understood in terms of statistical thermodynamics. For devices which operate at low 

temperatures, however, thermal noise can be quite small and quantum  fluctuations become 

important. In this thesis we study quantum fluctuations, or quantum  noise, in two systems: 

superconducting tunnel junctions and quantized sound waves.

In the history of modern physics, physicists have fought a never-ending battle to re

duce measurement noise in their experiments. Indeed, there are many examples where the 

reduction of measurement noise has produced significant advances in physics. Better mea

surements lead to new theories, and the discoveries of new physical phenomena lead to new 

experiments of higher precision.1 Three examples of this are: the theory and experiment 

on the photo-electric effect, atomic spectroscopy and quantum  mechanics, as well as the

^ o r  exam ple, the first m easurem ent o f the speed o f  light, done in 1676 by the D anish astronom er Roem er, 
was off by abou t 30% [1], T hree hundred years later, in the early 1970s, the speed  o f light w as m easured  
w ith an error o f only 1 part in 10° [1], Indeed , th is m easurem ent is so accurate th at in 1983 an international 
agreem ent was reached to  use the sp eed  o f light for the definition o f len gth , replacing the old m eter block  
[2]-
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Lamb shift measurement and the theory of quantum electrodynamics [3, 4]. At the end of 

many struggles to reduce experimental noise, however, there is a  fundamental limit below

which the noise level cannot be lowered. This limit is given by the Heisenberg uncertainty

principle.

1.2 Quantum Noise

According to the Heisenberg uncertainty principle, the product of the variances, ((A/1)2} 

and ((A B ) 2), of two Ifermitian operators A and B  satisfies the following inequality [5]:

((A/1)2) ( ( A B ) 2) > ^  |([A, B])\2 , (1.1)

where ((A A )2) =  ( / l2) -  ( /I)2, ( ( A B ) 2} = ( B 2) -  ( B ) 2, and [A, B } =  A B  -  B A  is

the comm utator between A  and B.  Therefore, if A  and B  commute, these two operators 

can be simultaneously measured to an arbitrarily high degree of precision. T ha t  is, their 

quantum fluctuations2 i / ( (A A )2) and \ / ( ( A B ) 2) can be simultaneously zero. On the other 

hand, if [A, B] ^  0, the ultimate precision3 of measuring A will be limited by how much 

one wants to know B.  Furthermore, these measurements also depend on the quantum- 

mechanical s tate  |ij>) of the system, as illustrated by the definition of variance: ((A/1)2} = 

(V-’IA2!^) — (V’lA|V’}2- If the equal sign in the above inequality (1.1) holds for a particular 

s tate  |0), tha t  s tate  is called a minimum uncertainty state.

Let us consider an optical example. In classical physics, the wave representing darkness 

has no undulations. Since it is flat, it would not even be considered to  be a wave. On the 

other hand, according to quantum  mechanics, even when no light is present, there must, 

still be some fluctuations in complete “darkness” . Quantum mechanically, the wave is flat 

to within some small degree of uncertainty. Therefore, even in a vacuum, with no external 

light sources, there must still be small quantum  fluctuations in the electromagnetic field.

A similar example can be found in solid crystals. In classical physics, the ground state  

of the crystal, which might be called the ultimate “quiet” sta te , is when all the atoms sit 

exactly at the equilibrium position and do not move at all. In this case, no waves (e.g., 

sound) propagate along the atomic chains. On the other hand, in quantum  mechanics,

2T h e  term  “fluctuations” refers to  the standard deviation  ( (A /1 )2), w hich is the sim plest m easure of 
uncertain ty  or fluctuations. H owever, the variance ( (A /1 )2) is often  also referred to  as fluctuations. T hus, 
we will use the term  “fluctuations” to d en ote  both  o f them .

3For a particle, a precise m easurem ent at tim e t o f  its position  x(t), w ith  A x(t) =  0, results in a diverging  
A p(t). T h is, in turn, produces an infin ite Ax(t +  6t). In other words, the infin ite uncertain ty  in p(t) produces  
an infinite uncertain ty  in the future location . T herefore, a precise m easurem ent o f x(t) m akes further precise  
m easurem ents o f x im possib le. It is thu s preferable to m easure x(t) and p(l) w ith  com parable uncertainties.
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the atoms cannot sit still, because the vanishing of fluctuations Aa: in the displacement 

of an atom along the x direction would mean the divergence of the fluctuations in its 

corresponding momentum: A px >  h / A x .  This occurs because the position and momentum 

operators do not commute. In o ther words, the atoms cannot simultaneously have both 

a fixed position and a zero velocity. Therefore, even in complete “quietness”—when no 

classical atomic vibrations occur (i.e., when no classical sound propagates), there must still 

be small quantum  fluctuations in the positions and m omenta of the atoms.

1.3 Squeezed States o f Light

Is there a way around the quantum  noise limit set by the uncertainty principle? The answer 

is “yes” . Notice tha t  in the inequality (1.1) the limit is set on the product of the fluctuations. 

If we are only interested in one of the operators, there are states in which the noise in the 

quantity of interest is suppressed while the other quantity has large fluctuations. Such 

states have been realized in quantum  optics. They are called squeezed states of light.

To proceed further, let us recall tha t  the electromagnetic radiation in each standing-wave 

mode in a cavity resonator is analogous to an harmonic oscillator [6]. The displacement x 

and the momentum p of the oscillator correspond to the electric and magnetic field of the 

radiation mode, respectively. The electric and magnetic fields of the radiation mode at each 

point in space are 90° out of phase in time, as the position and velocity of an oscillator. 

The energy of the standing-wave field flows back and forth between electric and magnetic, 

as the energy of the oscillator flows back and forth between potential and kinetic. The 

quantization of the to ta l energy of the oscillator implies having only an integral number of 

photons in the radiation mode.

The analogy to an harmonic oscillator also extends to traveling electromagnetic waves. 

The electric field for a monochromatic plane wave may be decomposed into two quadrature 

components with time dependence cos cut and sin cut respectively. Instead of electric and 

magnetic fields, it is the in-phase and out-of-phase quadratures tha t  are analogous to the 

displacement of momentum of an oscillator.

A coherent s ta te  is the closest quantum counterpart to a classical field. It is also the ideal 

s ta te  for the photons produced by a laser. In such a  coherent sta te , the fluctuations in the 

two quadratures are equal and minimize the uncertainty product given by the Heisenberg 

uncertainty relation: ((A A )2) ( ( A B ) 2) = | | ( [ A ,  B})\2. The quantum  fluctuations in a 

coherent s ta te  are randomly distributed in phase and are equal to the zero-point fluctuations.
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The standard  quantum  limit to the  reduction of noise in a  signal is given by these zero-point 

fluctuations.

The experimental advances during the early days of lasers led to extensive theoretical 

research, and eventually to the first systematic description of photon coherent states in the 

early sixties [7]. Years later, and after much research on the quantum fluctuation properties 

of coherent states, squeezed states of photons were theoretically proposed [8, 9]. Their 

experimental realization occurred about ten years later [10] and it has a ttrac ted  widespread 

attention [11]. In a squeezed state , one quantum  dynamical variable becomes quieter while 

its conjugate variable noisier than their corresponding vacuum or coherent state values. 

Indeed, the essence of squeezed states is to redistribute the noise in a light beam, so that  

parts of the light (one quadrature) wave are less noisy than before, although other parts 

(the other quadrature) of the wave become noisier. Such a redistribution generally also 

occurs within one quadrature, so tha t  at some times the quadrature is quieter, while at the 

o ther times it becomes noisier. Some examples are schematically illustrated in Figs. 1.1 and 

1 . 2 .

To envision squeezed states from the perspective of classical harmonic oscillators, let us 

imagine the following situation. Consider an ensemble of identical oscillators vibrating with 

the same frequency and all having nearly the same displacement xq from equilibrium at 

t =  0, but with a very wide distribution of momenta. A quarter cycle later, this ensemble 

would have a very wide distribution of displacements due to the wide range of initial mo

menta. However, after one-half cycle, the uncertainty in the displacement has undergone 

an oscillation because the oscillators would again gather together, but on the other side of 

the equilibrium position, near —  x q . On the other hand, in quantum mechanics, if all the 

oscillators started  with nearly the same initial displacement, then the Heisenberg principle 

would automatically force their initial m omenta to be spread over a wide range.

The ability of squeezed states to  reduce or “squeeze” quantum noise gives them a promis

ing future in different applications ranging from gravitational wave detection to optical 

communications [11]. In addition, squeezed states form a novel and exciting group of states 

and can provide new insight into quantum  mechanical fluctuations. They also allow unique 

opportunities for the study of Quantum  Electrodynamics (e.g., by enhancing the lifetime of 

atomic excited states) [12].
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squeezed state 
uncertainty

coherent state 
uncertainty

vacuum
state

uncertainty

Figure 1.1: Schematic diagram of the uncertainty areas in the generalized coordinate and 
momentum ( X , P ) phase space of a  photon squeezed s ta te  (ellipse) and a photon coherent 
s ta te  (circle). Here X  and P  are the two quadratures of the electric field. Notice that  
the photon coherent s ta te  has the  same uncertainty area as the vacuum state (circle at the 
origin), and th a t  its area is circular, while the squeezed s ta te  has an elliptical uncertainty 
area. Therefore, in the direction parallel to  the 6/2  line, the squeezed s ta te  has a smaller 
noise than the coherent state.
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Figure 1.2: Schematic diagram of the time evolution of the expectation value (A”) and the 
fluctuation \ J ( (A A ) 2) of the dimensionless quadrature  A  of an electric field in a photon 
coherent s ta te  (a) and a squeezed s ta te  (b). Here dashed lines represent (A ) ,  while solid 
lines represent the envelopes ( X )  ±  y / ( (A A )2), which are the upper and lower bounds of 
the fluctuating quantity  X .  (a) A single-mode photon coherent s ta te  |a ) ,  where ( X )  — 
2R e (a e~ lu>t) — 2 |a |sinu>/, which means th a t  a  is purely imaginary; and ((AA")2) =  2. (b) 
A single-mode photon squeezed sta te  \ae~tojt, £(t)),  where the squeezing factor £(t) satisfies 
£(Z) =  re~2lujt. Here, (A ) =  2|o'|cosu>/, which means th a t  a  is real, and its fluctuation 
is ( (A A ) 2) =  2(e~2r cos2 u t  +  e2r sin2cot). Notice th a t  the squeezing effect appears at the 
times when (A") reaches its maxima.
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1.4 Controlling Quantum Noise in Condensed M atter Sys
tem s

In most, situations, a classical description is adequate to describe macroscopic physical 

phenomena in condensed m atter ,  where thermal noise is much larger than  any quantum  

noise so th a t  the later can be neglected. However, at low temperatures coherent effects (e.g., 

Bose-Einstein condensation of Cooper pairs [14]) and quantum noise can play a crucial role. 

For instance, Josephson junctions provide an example of macroscopic quantum  coherent 

phenomenon, where quantum fluctuations can be important. Moreover, a recent study [15] 

shows th a t  quantum  noise in the atomic positions can indeed influence observable quantities 

(e.g., the Raman line-shape) even when temperatures are not very low.

Non-quantum-optics analogs of squeezed states are now being vigorously pursued. For 

example, “classical” squeezed states are currently being studied by several groups [16, 17]. 

Their goal is to use mechanical parametric amplifiers to reduce or de-amplify thermal me

chanical noise in ultra-small magnetic, cantilevers [16] and trapped ions [17].

This thesis addresses the following question: Is it possible to control quantum fluc

tuations in condensed m atter  systems, in analogy to the the case for optical ones? We 

explore this issue in two condensed m atte r  examples: phonons and Josephson junctions 

[18, 19, 20, 21, 22].

The modulation of the quantum  fluctuations in the photon field is significant because of 

the very high precision achieved by optical measurements. Although most condensed m atte r  

experiments do not produce such high-accuracy results, two exceptions to this rule are the 

quantum  Ilall effect and the Josephson effect. For instance, the most precise measurement 

of energy levels has been achieved not in the traditional context of atomic-optical physics, 

but with superconducting tunneling Josephson junctions [23], to an astounding accuracy of 

three parts  in 1019. Aside from suppressing quantum fluctuations, squeezed states can also 

lead to changes in the physical properties in the system, thus are also interesting from a 

fundamental viewpoint.

Phonons, the quanta  of lattice vibrations, are the first condensed m atte r  system we chose 

to  study.4 One im portant reason to  choose phonons is tha t  these elementary excitations are 

bosons, as are photons. Indeed, there are many similarities between phonons and photons, 

although significant differences also exist (see Section 3.2 for a detailed comparison). Since

4O ur resu lts on phonon squeezing, published in Phys. Rev. L ett. 7 6 , 2294 (1996) and in P hys. R ev. B 
5 3 , 2419 (1 9 9 6 ), have also been featured in P hysics N ew s U p date, N um ber 261, March 6, 1996, published  
by the A m erican In stitu te  o f Physics.
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a phonon traveling through a solid is equivalent to the propagation of a  slight disturbance in 

the local arrangement of atoms in the solid, the creation of squeezed phonon states would 

lead to  the possibility of reducing the quantum  fluctuations of atomic displacements to 

below the zero-point noise level.

We have studied the dynamics and quantum  fluctuation properties of coherent and 

squeezed phonon states. In particular, we have calculated the experimentally-observable 

time-evolution and fluctuations of the lattice amplitude operator ».(±q) =  hq +  h t q +  hq +  h_q 

in various phonon states. We show tha t  the averages (?t(±q)) are sinusoidal functions of 

time in both coherent and squeezed states. However, for squeezed states the fluctuation 

((A?/,(±q))2) is periodically smaller than its coherent s ta te  value 2, which is also the vac

uum sta te  noise level. Therefore, phonon squeezed states are periodically quieter than the 

vacuum state. We then propose several different possible generating mechanisms, empha

sizing phonon parametric down-conversion processes and an alternative approach based 

on phonon-photon interactions. We also propose a detection scheme based on reflectivity 

measurements.

It is difficult to generate squeezed states because they have noise levels which are even 

lower than the one for the vacuum state. Indeed, the experimental and theoretical devel

opment of photon coherent and squeezed states took decades. Likewise, the experimental 

realization of phonon squeezed states might require years of further theoretical and experi

mental work. Nevertheless, we believe tha t  theoretical results in quantum  phonon optics can 

help the development of the corresponding experiments. We hope tha t  our effort, which is 

only a glimpse into a very rich and new field, will lead to more theoretical and experimental 

developments in the still unexplored area of quantum phonon optics and the “manipulation” 

of phonon quantum  fluctuations.

In the second part of this thesis (Chapters 4 and 5), we study the quantum fluctuation 

properties of Josephson junctions, and propose a possible way of manipulating the precision 

limitations imposed by quantum  noise. In light of the recent advances in micro-fabrication 

and the general interest in the possible manipulation and minimization of quantum  noise, we 

ask the following question: how do quantum fluctuations affect Cooper pair tunneling in a 

Josephson junction? To answer this, we need to first compute its quantum  fluctuations and 

understand how they behave in different physical situations involving Josephson junctions. 

We develop a theory of the quantum mechanical squeezed states in Josephson junctions, 

and identify and list their properties. In particular, we diagonalize several Hamiltonians
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corresponding to  different configurations containing Josephson junctions, find their eigen

states, and calculate the corresponding fluctuations. We also construct the time-evolution 

operators for the various cases considered here. From them, and with different initial states, 

we calculate the time evolution of the variances of the conjugate variables of the system. 

These provide a measure of the quantum  fluctuations of the charge and the phase difference 

of the Josephson junction.

1.5 Overview o f the Thesis

The topic presented in this thesis cuts through somewhat different sub-areas of physics: 

quantum optics and condensed m atte r  physics. This poses special problems in the pre

sentation of the material—problems not found in more specialized works. For instance, 

no standard book devoted to phonons discusses the notion of modulating the quantum 

fluctuations of atomic displacements. Furthermore, discussions on squeezed states in the 

quantum  optics literature use a formalism and language quite different from the one used in 

condensed m atte r  physics. In several Appendices, we briefly summarize the essential results 

on squeezed states needed in our work. A clear presentation of these concepts is needed 

because our work is intended for a wide readership of researchers working in different areas 

of condensed m atte r  physics.

The first part of this thesis (Chapters 2 and 3) focus on phonon squeezed states, while the 

second part (Chapters 4 and 5) focus on the quantum fluctuation properties of Josephson 

junctions.

Chapter 1 presents a pedagogical and nontechnical introduction to quantum  noise and 

squeezed states. It also contains an overview of the thesis. Chapter 2 summarizes our results 

on phonon squeezing, which are then presented in more detail in Chapter 3. There we focus 

on a few simple models in which analytical results can be obtained for coherent and squeezed 

phonon states [18, 19, 20]. We give a fully quantum mechanical description of coherent 

phonons, and calculate the averages and fluctuations of the atomic displacements and lattice 

amplitude operators (see Section 3.3 lor definitions), among other quantities. The previously 

available theories on the generating mechanisms of coherent phonons [41, 44, 49] all use 

classical equations of motion to describe phonon dynamics, while here we focus on a quantum 

description of phonon coherent states. Afterwards, we investigate the quantum  squeezed 

states of phonons, calculate their fluctuations, and compare them to the values obtained 

for coherent states. We discuss four different approaches to generate phonon squeezed
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states. These approaches are based on a variety of physical processes, including three- 

phonon interactions, second-order Raman scattering, photon-phonon interactions tha t  lead 

to polaritons, and short-time number-conserving single-mode phonon-phonon interactions. 

Detailed calculations are presented on the parametric down-conversion process based on 

three-phonon interactions. We also propose a detection scheme for squeezed phonon states. 

The core of this approach is the phonon-photon interaction, through which the information 

on phonons can be transfered to the reflected light from a crystal. A phase-sensitive optical 

detection method can then be used to decipher the phonon information.

Chapter 4 summarizes our results on the intrinsic quantum  fluctuations of the charge 

and phase of a Josephson junction in various circumstances. These are discussed in detail 

in Chapter 5. In particular, we consider a Josephson junction in a variety of situations, 

i.e., coupled to one or several of the following circuit elements: a capacitor, an inductor 

(in a superconducting ring), and an applied current-source. Needless to say, this list is 

not exhaustive, since other interactions with the environment can be devised. We use the 

small-phase approximation (described in Chapter 5) because we work in the strong coupling 

limit and treat the metastable states as nearly localized. We then proceed to solve for the 

ground and excited states near the potential minima of the various configurations. The 

ground states are squeezed vacuum or coherent states, while the excited states are a class of 

squeezed number states. In each case we calculate the quantum fluctuations of phase <j) and 

Cooper pair number n over the junction. We also construct the approximate time evolution 

operators for the configurations considered. Another approach we employ uses the rotating 

wave approximation, which is basically also a first-order approximation in energy. The 

solution of the full problem, without approximations, is quite difficult and would require a 

much more numerical approach which is beyond the scope of this thesis. The limitations, 

and possible extensions, of our approach are discussed in detail at the end of this chapter.

1.6 Open Problem s and Future Applications

In this section we discuss some open problems in the field of modulating quantum  fluctua

tions.

In both the phonon and Josephson junction cases, our analytical results cannot be 

obtained without several simplifications of the most complete models. In particular, we 

study single-mode and two-mode phonon states throughout Chapter 3, while in a generic 

crystal lattice, phonon modes are crowded together. In Chapter 5, we use a small-phase
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approximation to  expand the Josephson coupling potential, and a short-time approximation 

to further simplify the algebra. Therefore, our work in this thesis provides a first stepping 

stone to a more complete approach.

For phonons, we consider the case where an optical phonon, excited by an incoming 

laser, decays into one pair of acoustic phonons. This is, of course, not the general case. 

Phonons generally decay into a continuum of (acoustic phonon) modes. How to include 

into our calculation this “decay into a continuum of modes” is certainly the most immediate 

challenge.

Another problem is associated with detection schemes. Currently available phonon 

detection schemes are generally wide-band, while the scheme we propose is influenced by 

sources such as optical noise, imperfect surfaces, and the very small relative change of the 

crystal reflectivity due to phonons.

Within our model, there is also room for further research. For example, to better describe 

the modes involved, approaches using Langevin and master equations can be employed. In 

these approaches, noise is a more integral part of the description. Furthermore, it is easier 

to include the effect of tem perature  and inter-mode interactions.

We have not studied the possible change in the physical properties of a crystal that  

has squeezed phonons. For example, electrons are constantly scattered off phonons. If the 

fluctuations in phonons are suppressed, what will be the effect on the electrons? Will they 

have a longer coherence length? Will the mean free path  increase? W hat is the effect on the 

overall electrical conductance of the crystal? Further research needs to be done to answer 

these questions.

Another problem related to phonon squeezed states is the possibility of producing 

phonon cavities, especially for high-energy acoustic phonons. Squeezing can be achieved for 

a  short period of time, using an incoming laser pulse, or can be maintained continuously by 

employing a continuous-wave (CW ) laser. In our study, we focus on a light-pulse-generated 

phonon squeezed s ta te  whose lifetime is short. To achieve squeezing in a continuous manner, 

it is im portant to have a  cavity or a mode-selector for the particular mode (or modes) so 

th a t  stimulated emission is possible. Furthermore, phonon cavities are not only interesting 

because of their importance to continuous squeezing, they are also a crucial ingredient for 

a “phonon maser” , which is the phonon analogue of the conventional photon maser.

In the case of Josephson junctions (JJ) ,  there are also many opportunities for further 

research. First of all, we have studied the coupling of Josephson junctions to simple and
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discrete circuit elements only, such as inductors and capacitors. In the more practical 

situations, the circuits involved generally have distributed inductance and capacitance. Ilow 

to include these kind of “continuous elements” into our model is not clear a t  present. 

Furthermore, we have studied mostly isolated Josephson junction circuits. In other words, 

the  configurations are not affected by any external disturbance. The JJ  squeezed states 

are eigenstates of the various system configurations. The squeezing effect is the intrinsic 

property of the Josephson junctions, primarily due to the nonlinearity of the Josephson 

coupling. To change or extract this effect, a coupling to an external pump or detector is 

indispensable. Indeed, it would be interesting to study a coupling between an external 

single mode of electromagnetic radiation and a Josephson junction circuit. A particular 

way of coupling has been suggested [95], but many questions still remain unanswered.

Another interesting problem is the inclusion of quasiparticle tunneling into the Josephson 

junction circuit model. At any finite temperature, quasiparticles are excited. There is a 

finite probability for them to tunnel through the Josephson junction. Is there any coherence 

in this tunneling? If there is, how can it be described? In most of the current literature, 

the Caldeira-Leggett formalism [94] has been used to describe the effect of quasiparticles 

on the Cooper pairs. Is there any other way to describe it? It is also im portant to better 

understand the effect of quasiparticles for the following reason. SQUIDs (Superconducting 

Quantum Interference Devices) are widely used for high-precision measurements of small 

magnetic fields; they work at high biasing current when quasiparticle tunneling is an integral 

part  of the current. Furthermore, it is the quasiparticle tunneling tha t  leads to variations in 

the voltage across the junction, which is the output signal. Therefore, to study quasiparticle 

tunneling and its interaction with the Cooper pairs has very practical applications.

In our s tudy of quantum noise in Josephson junctions, we focus on the limit of E j  >  / f e 

l t  would certainly be of interest to  also study the opposite limit. Indeed, when E j  <C E c ,  the 

junction is in the Bloch-oscillation regime [89], with a strong Coulomb blockade effect. As 

pointed out in Ref. [89], this effect leads to coherent tunneling and a very accurate measure 

for current. How will quantum fluctuations perturb  such a coherent tunneling effect? To 

what degree? Furthermore, many of the currently available single-electron electrometers 

[89] work in the regime where charging and Josephson coupling energies are comparable: 

E j  ~  E c-  Therefore, it would certainly be useful to also study the quantum  fluctuation 

properties in th a t  regime.

Aside from phonon and Josephson junction systems, there are other bosonic systems in
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condensed m atte r  physics. Magnons, 4He, excitons, and the composite bosonic excitations in 

quantum  Hall systems are a few examples. W hat are the quantum  fluctuation properties of 

these systems? Are there analogies with squeezed photon or phonon states? How to generate 

and detect novel non-classical states in these systems? Indeed, the field of “quantum noise 

control” in condensed m atte r  systems is still wide open, and we hope tha t  our results 

motivate further work in this new area.
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C h ap ter 2

Squeezed  P h on on  S tates

This chapter is a summary of our ideas and results on squeezed phonon states [18, 19, 20]; 

these are presented in detail in Chapter 3. We study squeezed quantum  states of phonons, 

which allow the possibility of modulating the quantum  fluctuations of atomic displacements 

below the zero-point quantum noise level of coherent phonon states. We calculate the 

corresponding expectation values and fluctuations of both the atomic displacement and 

the lattice amplitude operators, and also investigate the possibility of generating squeezed 

phonon states using a three-phonon parametric down-conversion process based on phonon- 

phonon interactions. We also study an alternative approach of squeezing quantum  noise 

in the atomic displacement using a polariton-based approach. Furthermore, we propose a 

detection scheme based on reflectivity measurements.

2.1 Introduction

Photon squeezed states have a ttrac ted  much attention during the past decade [11]. These 

states are important because they can achieve lower quantum noise than the zero-point 

fluctuations of the vacuum or coherent states. Thus they provide a way of manipulating 

quantum  fluctuations and have a  promising future in different applications ranging from 

optical communications to gravitational wave detection [11]. Indeed, squeezed states are 

currently being explored in a variety of non-quantum-optics systems, including classical 

squeezed states [16, 17]. Here we study the properties of phonon squeezed states and explore 

the possibility of generating these states through phonon-phonon interactions. After briefly 

presenting the quantum  mechanical description of various kinds of phonon states, we study 

a  simple model for generating phonon squeezed states, in which analytical results can be 

obtained [18, 19, 20]. We also propose a  scheme for detecting this squeezing effect.

In most macroscopic situations, a classical description is adequate. However, the quan-
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turn fluctuations of a phonon system can be dominant at low enough temperatures. Indeed, 

a recent study shows tha t  quantum  fluctuations in the atomic positions can influence ob

servable quantities (e.g., the Raman line-shape) [15] even when tem peratures are not very 

low.

An experimentally observable quantity for a phonon system is the real part of the Fourier 

transform of the atomic displacement:1

R e ( u a (q)) = Y , y / h / 8 m u <lX{ u * a (bq.\ +  b l qX) + U ^ { b _qA +  b ^ ) }  . (2.1)
A

For simplicity, hereafter we will drop the branch subscript A, assume th a t  Una is real, and 

define a q-mode dimensionless lattice amplitude operator:

u ( ± q) =  6q +  + 6_q +  b\  . (2 .2 )

This operator contains essential information on the lattice dynamics, including quantum 

fluctuations. It is the phonon analog of the electric field in the photon case.

2.2 Phonon Quantum States

2 .2 .1  P h o n o n  V a c u u m  a n d  N u m b e r  S t a t e s

When no phonon is excited, the crystal is in the phonon vacuum sta te  |0). The eigenstates 

of the harmonic phonon Hamiltonian are number states which satisfy

^q|?,q) =  \/Vq| Wq — 1) . (2 .1 )

The phonon number and the phase of atomic vibrations are conjugate variables. Thus, due 

to the uncertainty principle, the phase is arbitrary when the phonon number is certain, as 

it is the case with any number s ta te  |nq). Therefore, the expectation values of the atomic 

displacement (nq|'«iCV|?iq) and q-mode lattice amplitude (7rq |n ( ± q ) |n q ) vanish due to the 

randomness in the phase of the atomic displacements.

2 .2 .2  P h o n o n  C o h e r e n t  S t a t e s

A single-mode (q) phonon coherent s ta te2 is an eigenstate of a phonon annihilation operator:

______________________________________________  W q )  =  /Jq|/?q> • (2.4)

'A  phonon w itli quasi-inoinentum  p  =  h q  and branch subscript A has energy f qA =  hwqAl the cor
responding creation and annihilation operators satisfy  the boson com m u tation  relations: [6q'v> &q,\] =  

[6qa, fcq'v] =  0. T h e  a tom ic d isp lacem en ts u la o f  a crysta l la ttice  are given by u,,a =  
(1 / J W ^ )  £ "  U*a Q * e ' «  R ' . Here R , refer to  the equilibrium  la ttice  position s, a  to  a particular direc

tion, and Q q =  \ / t i /2u)c l\(bcl>, +  &lqA) is the norm al-m ode am plitude operator.
2 A sing le-m ode phonon coherent s ta te  can be generated by the H am iltonian 11 =  /fu>q (hq hq +  1 /2 ) +  

A q (0  hq +  Aq (/)  6q and an appropriate initial sta te . Here Aq (/)  represents the in teraction  stren gth  betw een



It can also be generated by applying a phonon displacement operator £>q (/3q ) to the phonon 

vacuum state

|/?q> = A ,( /M 0>  = exp(/?q&t-/?*&q)|0>
C O  , n q

= e x p ( - |^ q |2/ 2 ) ■7 ==?ln ‘i) ’ (2‘5)
,lq=o V n q-

Thus it can be seen th a t  a phonon coherent s tate  is a phase coherent superposition of

number states. Moreover, coherent states are a set of minimum-uncertainty states which

are as noiseless as the vacuum s ta te .3 Coherent states are also the quantum states tha t  

best describe the classical harmonic oscillators [57].

2 .2 .3  P h o n o n  S q u e e z e d  S t a t e s

In order to reduce quantum noise to a level below the zero-point fluctuation level, we need to 

consider phonon squeezed states. Q uadrature squeezed states are generalized coherent states 

[58]. Here “quadra ture” refers to  the dimensionless coordinate and momentum. Compared 

to coherent states, squeezed ones can achieve smaller variances for one of the quadratures 

during certain time intervals and arc therefore helpful for decreasing quantum  noise. 1 

A single-mode quadrature  phonon squeezed state  is generated from a vacuum state as

I«q, 0  = Dq(aq)5q(O|0), (-2.6)

S q ( 0  =  e x p ( r ^ / 2 - ^ 2 / 2 ) .  ( 2 .7 )

phonons and the external source. M ore specifically, if  the initial s ta te  is a vacuum  sta te , |V’(0 )) =  |0 ), then  
the sta te  vector | i p )  b ecom es a sing le-m ode phonon coherent sta te  thereafter | (/'(<)) =  |A q (t)  , where
A q (f) =  —i / h  f _ c<t Aq (r )  e ,UJ',Td r  is the coherent am plitude of m ode q. If the in itial sta te  is a single-m ode  

coherent sta te  10 (0 ) )  =  |tvq), then the s ta te  vector at tim e t takes the form | V ’ ( 0 )  =  I {A q (<) +  « q } 
which is still coherent.

3In the phonon vacuum  sta te , the fluctuations o f the atom ic d isp lacem ent operator are identical for all 
atom s in the la ttice  ( ( A « a )2) Vac =  ( ( « a ) 2)vac -  (ita)fLc =  J 2 q  h \ Uqa \ 2/ ( ’2Nmu>qa ) and ( ( A i i ( ± q ) ) 2 ) Vic =  2. 

T h e fluctuations in a phonon num ber s ta te  are larger than in the vacuum  sta te: ( (A it ,cv)2) lluln =
ft|f/q a |2n,q /./Vmu>qa +  / i |Hq'Q|2/(2 A rmu)q/Q) and ( ( A u ( ± q ) ) 2)„um =  2 -f 2?rq . In a single-inode

(q ) phonon coherent s ta te  |A q ( i)  the fluctuation in the atom ic d isp lacem en ts is ( ( A # ,(, )2)c<>il =
h \ Uqa l 2/ 2 N m u i q a . T h e  unexcited  m odes are in the vacuum  sta te  and thus all contribute to the noise 

in the form  o f zero point fluctuations. Furtherm ore, ( ( A « ( ± q ) ) 2)coh =  2, which is exactly  the sam e as in 
the phonon vacuum  sta te .

4It is im portant to  point out th a t th e  squeezing effect is qu ite general. In fact, any diagonalizab le system  
can be “sq ueezed” in som e m anner by an appropriate choice o f in itial s ta te s . For exam ple, consider a 
free oscillator H  =  a Hi, and define d =  f ia -f- m d , where /t and u are com plex  scalars. In order for d to 
be a boson operator, p. and v  m ust sa tisfy  the relation |/«|2 — \l>\2 =  1. T h en  th e  H am iltonian becom es 
I I  =  ( |/r |2 +  |v \ 2)d^d  — (/it'd* 2 +  f i*i /*d2) +  |// |2 . T h e  generalized “d isp lacem en t” d -I- dl  is a m ixture of the  
original d isp lacem ent ( a +  < d ) / \ / 2 and m om entum  — i (a  — i d ) / \ / 2 .  If we are in terested  in a quantity  such 
as d +  d*, and it is observable, the squeezing effect can be obtained  w hen the initial s la te  is a coherent sta te  
o f  m ode “d” , i.e ., d|i5) =  6|(5). On the other hand, such a hybrid qu antity  d -f d* m ight not be physically  
in teresting  a n d /o r  observable. In other words, the squeezing effect is only relevant w hen it is related to the  
observables.
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A two-mode quadrature  phonon squeezed s ta te  is generated as

la 'qi > a U2  > 0  — (®ui )-^U2 ( ^ ) |0) i (2-8)

■S’q . ^ U )  =  eXP( r M q 2 - £ & W 2 )-  C2 -9 )

Here D q(aq ) is the coherent s ta te  displacement operator with o q =  | a q |e1̂ ; ,5'q (£) and 

^qi.q2(£) are ^he single- and two-mode squeezing opera to r ,5 and £ =  rel° is the complex 

squeezing factor with r > 0 and 0 < 8 < ‘h r. The two-mode phonon quadrature  operators 

have the form

A ( q , - q )  =  (bq +  b \  +  b _ q +  b l H) / 23/2 = 2 - 3/ 2« ( ± q ) ,  (2.10)

P ( q , - q )  =  (&q -fcJ +  6_q - h t_(1) / (2 3/ 2/ ) .  (2.11)

We have considered two cases where squeezed states were involved in modes ± q .  In the

first, case, the system is in a two-mode (± q )  squeezed sta te  |« q , cv_q , £), (£ =  re‘°), with

fluctuations

((A u (± q ) )2)sq =  2 (e~2r cos2 ^  +  e2r sin2 . (2 . 12)

In the second case, the system is in a single-mode squeezed s ta te  | a q ,£), ( o q =  \aq \e1̂ ),  in 

the first mode and an arbitrary coherent s tate  |/?_q ) in the second mode. The fluctuation 

is now

{(A u (± q ))2)sq =  1 +  e-2r cos2(</> +  ^ )  +  e2r sin2(d> +  ^ )  ■ (2.13)

In both of these cases, ((A w (±q))2)sq can be smaller than in coherent states.

2.3 Phonon Parametric Down-conversion Process

Now we propose a scheme to generate phonon squeezed s ta tes .6 This scheme is based on

a “phonon” parametric down-conversion process (e.g., the decaying process: LO phonon

—> two LA phonons, where LO refers to Longitudinal Optical and LA to Longitudinal

Acoustic), which in turn is based on three-phonon interactions. Typically, three-phonon

interactions are the dominant anharmonic processes in a phonon system and the lowest

order perturbation to the harmonic Hamiltonian. We will neglect all the higher order

s T h e  squeezing operator S'qi ,q2 (£) can be produced by the follow ing H am iltonian: / / qi ,q2 =  /ixaqi fcqi 6q , +
/toiq26q2ftq2 +  ^(<)6qi fcq2 4- C*(0^qi^q2 - f h e tim e-evolu tion  operator has the form U ( t )  =  e x p (  — i l J o l / h )  
ex p [£ * (/)6 q i6q2 _  £(<)&qi&q2]> where H 0 =  f<wq i 6^,Aqi +  &q2 and £ ( t )  =  j-t ( ( r )  + UJ<'2 ]rd r .
Here £ (t)  is the squeezing factor, and ((/ .)  is the stren gth  o f the in teraction  betw een  the phonon system  and
the external source; th is interaction allow s the generation  and absorption o f tw o phonons at a tim e.

6T h e  follow ing sing le-m ode anharm onic H am iltonian H  =  /uvqi q 6q +  ftAq (6q fcq )2 also produces squeezed
phonons in m ode q  when the initial s ta te  is coherent.
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interactions because they are generally much weaker than the third-order ones. For all 

parametric processes, the pump wave (of phonons in this case) must be very strong because 

the generic parametric processes are generally nonlinear and weak. This pumping process 

can be realized by using two pulse lasers to illuminate a crystal. W ith appropriate laser 

frequencies and directions, coherent LO phonons of the pump mode at the Brillouin-Zone- 

center can be generated through, for example, stimulated Raman scattering (provided that 

the pump mode is Ram an active), as discussed, e.g., in Refs. [60, 35].

The Hamiltonian for the whole process initiated by the Raman scattering is (see Fig. 3.1)

Hpa.ra.rn — H o  +  H  H anian +  / /anh (2-14)

Ho =  4 ,  «k,  +  <  «k2 +  X  h u o l>l l><i
n

Raman =  ??®kj ®k2 4 ; ;  ^  ;>

H;mU =  ''Vi -q, bq,J>lbl  +

+  X  ( 2'(1'q''^q,,4'^q" +  4 ' q " ^ q , / V  V '  ) •

q'q"

Here a (b) refer to photon (phonon) operators. The higher- (lower-) energy incident photon 

mode is labeled by k |  (k^). Notice th a t  the lower energy photon mode is generally called 

Stokes mode in the context of Ram an scattering. The sums over q ' and q"  in / / anh represent 

decay channels other than the special one with acoustic signal and idler inodes.

We now consider two mean field averages in order to simplify an otherwise analytically 

intractable problem. The first mean field is over the photons. The photons in the incident 

modes kq and k 2 (often denoted by “laser” and “Stokes” light) originate from two lasers. As 

long as these two incident laser modes are not strongly perturbed by the Raman scattering 

process, we can trea t both of these incoming photon states as coherent states |cv ,̂ 

and |o.'k2 e-!u'k2<), and perform a  mean field average over them. The second mean field 

average is over the LO pump mode phonons. Since phonons produced by coherent or 

stimulated Raman scattering are initially in coherent states, we denote this pump mode 

phonon coherent s ta te  as |/?o(0), with (Po(t)\b<ip\Po(t)) =  A)(0- Since these LO phonons 

are in coherent states, the results from the average over the pump mode phonons are 

c-numbers with a well-behaved time-dependence. Now we drop all the c-number terms 

because they will not affect our results. In addition, we will also drop all the phonon modes 

involved in the decay channels other than  the special one consisting of the signal modes, 

considering them only weakly coupled to  the pump mode; i.e., we assume Aq/q» -C Aq„qi.
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The Hamiltonian now becomes

param

(2.15)

where is the coherent amplitude of the pump mode phonons. We use I I0 +  //Raman to 

determine /?0(t), and then substitute it back into //,,aram to obtain I I parain. Here we have 

implicitly assumed th a t  the Raman scattering process is stronger than the anharmonic. 

scattering. According to our previous discussion, the two-mode LA phonon system will 

evolve into a two-mode squeezed s ta te  |a qs, cv_q, ,£ ( 0 ) from an initial coherent or vacuum 

state, with a. squeezing factor of

which is only valid in the very short time limit (i.e., small t).

In summary, we have just considered generating two-mode LA phonon squeezed states 

|a qs, cv_qs, £ (0 )  by using the three-phonon anharmonic interaction .7 The higher-energy LO 

phonon mode, which is called the “pum p” mode, is driven into a  coherent s ta te  through 

stimulated Raman scattering. This mode in turn is used as a pump in the parametric 

amplification process involving itself and the two lower-energy LA phonon modes ( ± q s ), 

the signal and the idler. Both of these modes can here be called “signal” because the 

“idler” mode is not really “idle” ; indeed, it is actively involved in the squeezing process. 

In conclusion, we have shown th a t  the LA phonons in the two signal modes ( ± q s ) are in 

a two-mode squeezed state  if (i) the LO pump mode is in a coherent s ta te  and (ii.) we can 

neglect the other decay channels.

2.4 Polariton Approach

So far we have studied phonon squeezing through phonon-phonon interactions. Here we 

focus on how to squeeze quantum  noise in the atomic displacements using an alternative 

and quite different approach: through phonon-photon interactions. The essential idea is 

th a t  the incident (coherent or squeezed) photons introduce a correlation between the ±k 
phonon modes. This correlation can produce suppression of quantum  noise in the atomic 

displacements of the lattice.

7 W e h ave also studied  a second-order R am an scatter in g  process. Sim ilar to the phonon param etric  
process, if the tw o incident light beam s are in coherent sta tes, the acoustic  phonons generated  by the 
second-order R am an sca tter in g  are in a tw o-m od e squeezed sta te . A m ean field average over the photons is 
also required in th is case.

(2.16)
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When an ionic crystal is illuminated by light, there can be a strong coupling between pho

tons and the local polarization of the crystal in the form of transverse optical (TO) phonons. 

Photons and TO phonons with the same wave vector can thus form polaritons [78]. Although 

now phonons and photons are not separable in a polariton, we can still study the quantum 

noise in the atomic displacements. Let us consider the simplest Hamiltonian [78] describing 

the above scenario: / / poia.-iton =  E k  {T’i k 4 ftk +  ^ 2k&k &k +  #3k («j^k -  « k ^  -  «k&-k

+ a - k ^ k ) } ’ where E ik = hck , E 2k =  /iwox/Tl- x , and i ’̂sk =  * (jii cku0x / iW i- + x) ^ ■

Here k is the wave vector for both photons and phonons and is the bare phonon fre

quency. x  is the dimensionless dielectric susceptibility of the crystal (the strength of the 

phonon-photon interaction) defined by \u;q£oE =  P  +  P ,  where E  is the electric field of 

the incoming light and P  is the polarization generated by optical phonons in the crystal. In 

//poiariton, the two free oscillator sums correspond to free photons and free phonons, while 

the mixing terms come from the interaction E  • P  between photons and phonons. The 

phonon energy E 2k has been corrected, as w0 is substituted by u>o \ / l  -f so tha t  we have 

“dressed” phonons.

Our goal is to compute the fluctuations of the lattice amplitude operator ? i (± k , /.) = 

&k( 0  +  ftt-k( 0  +  6- k ( 0  +  6l ( t ) .  la  a  two-mode (± k )  coherent s ta te  | a (1, o'_q ), its variance 

is ( [A u(±q)]2)coi, =  2 . Therefore, if at any given time we obtain a value less than 2 , the 

lattice amplitude of the relevant mode is squeezed. In our calculation, we diagonalize the 

polariton Hamiltonian and find the time-dependence of « (± q ) .  The Appendix D presents 

in more detail the derivation of the time-evolution of v/,(±q).

Our results show th a t  the fluctuation property of w,(±q) sensitively depends on the 

t =  0 initial s ta te  |gA(0)) of both TO phonons and photons. Our results are summarized in 

Table 3.2, and some numerical examples are shown in Fig. 3.7. These calculations focus on 

the case where ck is close to lu0 ( the bare phonon frequency, which is typically ~  10 TIlz for 

optical phonons) and thus our typical time is ~  0.1 ps. More specifically, squeezing effects in 

« ( ± k )  are relatively strong for either one of the following two sets of t = 0 initial states: (i) 

photon and phonon coherent states, or (ii)  single-mode photon squeezed s ta te  and phonon 

vacuum state. For instance, the maximum squeezing exponent r is 0.015 when the incident 

photon sta te  has a  squeezing factor £ =  ().le2lckl (where ck is the photon frequency). On 

the other hand, with an initial two-mode photon (± k )  squeezed s ta te  and two-mode (± k )  

phonon vacuum sta te , the squeezing effect in u (± k )  is weak. We have also used initial 

conditions with a single-mode photon squeezed s ta te  and thermal states in the two phonon
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modes.

Figure 3.8 shows the tem perature  dependence of the squeezing effect for several values 

of the dielectric susceptibility x  ° f  the crystal. Our numerical results show tha t  squeezing 

effects are overshadowed by the thermal noise for small x ,  while for larger \  (e.g., \  =  0-5) 

the squeezing effect, can exist up to T  «  250 K, as illustrated in Fig. 3.8.

2.5 D etection  Schemes

It is possible to directly detect a single-mode phonon squeezed state  with phonon counters 

[24, 77] such as superconducting tunnel junction bolometers and vibronic detectors. The 

signature of a single-mode squeezed s ta te  is a sub-Poissonian phonon number distribution 

in th a t  mode. However, these phonon counters are either wide-band, or have low efficiency. 

Therefore, direct detection might not be the best method to detect the squeezing effect.

Phase-sensitive schemes such as homodyne and heterodyne detectors are most often 

used to detect photon squeezed states because of their ability to lock phase with the electric 

field of the measured state  [58]. There appears to be no available phase-sensitive detection 

m ethod for phonons. A promising candidate might be measuring the intensity of a reflected 

probe light [35]. This method has already been used to detect phonon amplitudes, since 

the reflectivity is linearly related to the atomic displacements in a crystal. The value 

of the lattice amplitude operator can be extracted by making a Fourier analysis on the 

sample reflectivity. If squeezing should happen, its effect will be contained in the Fourier 

components of the intensity of the reflected light. In this manner the information on the 

squeezing effect in the phonons is also carried by the reflected light in the form of squeezing 

of the photon intensity. We can then use a standard optical detection method to determine 

whether the related light is squeezed or not. One shortcoming of this method is that  it 

is not direct. In the measurement there can be noise added into the signal, such as the 

intensity fluctuation of the original probe light, the efficiency for the reflected light to pick 

up the signals in the phonons, etc. Needless to say, further research needs to be done on 

how to realize this phase-sensitive detection scheme, and we hope tha t  our initial proposals 

stimulate further theoretical and experimental work on this problem.

21



2.6 Discussion

Phonon squeezing depends on the absolute value r  and also on the phase 6 of the squeezing 

factor £(/) =  rel°. More explicitly,

Only when 0 is close to 0 is noise suppressed in the lattice amplitude operator. This means 

tha t  in order to suppress the noise, the squeezing factor £(t)  has to have a dominant positive 

real part  so th a t  cos 6 > tanh The squeezing factor obtained from the three-phonon

interaction and a  is the amplitude of the phonon coherent s ta te  in the pump mode1. Prom 

this expression for £(i)  we can see tha t  the squeezing effect only appears during certain time 

intervals. If a(t)  does not depend on time or has a periodic dependence on time, squeezing 

will be periodic in time, which makes phase-sensitive detection easier to achieve.

To make the above schemes work, some noise problems have to be overcome. First-, 

any a ttem p t to generate or detect squeezed states should be at low tem peratures to avoid 

thermal noise in the crystal. For instance, the excitation energy of a lOTIIz optical phonon 

corresponds to a tem perature of about 100K. Therefore, the experiment might have to be 

carried out a t  a tem perature well below 100K, such as 10K or lower. Second, the fluctuations 

in the laser intensity and in the interaction between the laser and the crystal has to be very 

small, so th a t  they will not suppress the noise reduction process in the squeezing effect. 

Indeed, one of the possible ways to reduce the noise coming from the laser beam is to 

use a beam of squeezed photons. Finally, the incoherence in the procedure itself has to 

be minimized. For example, the finite lifetime of pump mode phonons does not favor the 

generation of squeezed states because it gives rise to an additional noise in the intensity of the 

mode. Therefore, we need long lifetime LO phonons, which can be realized in, for instance, 

materials with weak anharmonic interactions and low concentration of isotopic defects (e.g., 

diamond). Furthermore, here we have studied a discrete-mode phonon parametric process. 

A continuous-mode model will be discussed elsewhere.

2.7 Conclusions

We have investigated the dynamics and quantum fluctuation properties of phonon squeezed 

states. In particular, we calculate the experimentally observable time evolution and fluc

tuation of the lattice amplitude operator w(±q), and show tha t  (w (±q))Sf, is a sinusoidal

(2.17)

process is £(t) =  o ( r )  el(Ws+“')TdT, where the real number A is the strength of the
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function of time, while ( (A u (± q ) ) 2)sq is periodically smaller than  the vacuum and coher

ent s ta te  value 2. In other words, phonon squeezed states are periodically quieter than 

the vacuum state. Here we have summarized two approaches to generate phonon squeezed 

states.

The first approach is based on a three-phonon process where the higher energy optical 

phonon mode is coherently pumped. We show tha t  the two lower-energy acoustic phonon 

modes, with the phonons produced by the decay of the higher energy optical coherent 

phonons, can be in a two-mode phonon quadrature squeezed state  given appropriate initial 

conditions. We achieve this by dealing separately with (/) the optical excitation of the pump 

mode optical phonons and (ii)  the anharmonic scattering of the pump mode phonons into 

the lower-energy acoustic phonons.

The second approach to generate phonon squeezed states is based on polaritons, which 

are mixtures of phonons and photons. Squeezing is achieved because of the correlation 

between ± k  mode phonons introduced by the incident (coherent or squeezed) phonons.

We have also briefly analyzed a potential detection method of phonon squeezed states. 

Experiments in quantum  optics indicate tha t  phase-sensitive m ethods—such as homodyne 

detection— are the best in detecting photon squeezed states. Therefore, we have proposed 

a detection scheme based on a reflected probe light and an ordinary phase-sensitive optical 

detector.

Like in the photon case [11], the experimental realization of phonon squeezed states 

might require years of work after its initial proposal. We hope th a t  our effort will lead 

to more theoretical and experimental explorations in the area of phonon quantum noise 

manipulation.
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C h ap ter 3

Q uantum  P h on on  O ptics: 
M od u latin g  Q uantum  F lu ctu ation s  
o f A tom ic D isp lacem en ts

3.1 Introduction

3 .1 .1  C la s s ic a l  I n c o h e r e n t - P h o n o n  O p t ic s

Classical phonon optics [24, 25, 26] has succeeded in producing many acoustic analogs of 

classical optics, such as phonon mirrors, phonon lenses, phonon filters, and even phonon 

microscopes [27] tha t  can generate acoustic pictures with a resolution comparable to tha t  of 

visible light microscopy. Most phonon optics experiments use heat pulses or superconduct

ing transducers to generate incoherent  phonons, which propagate ba.llistica.lly in the crystal. 

These ballistic incoherent phonons can then be manipulated by the above-mentioned de

vices, just like in geometric optics.

3 .1 .2  C la s s ic a l  C o h e r e n t - P h o n o n  O p t ic s

Phonons can also be excited phase-coherently. For instance, coherent acoustic waves with 

frequencies of up to 1010ITz can be generated by piezoelectric oscillators [28]. Lasers have 

also been used to  generate coherent acoustic and optical phonons through stimulated Bril- 

louin and Raman scattering experiments [29, 30, 31].

To detect the time-domain dynamic behavior of molecules and crystals, pump-probe 

techniques with picosecond laser pulses were developed by various groups (see [32] and ref

erences therein). One of these pump-probe schemes, Time-Resolved Coherent Anti-Stokes 

Ram an Scattering (TRCARS) [33, 34], has been used to generate and observe coherent 

phonons in semiconductors. These experiments provide useful information on the dynamics
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of the relevant phonon states and the electronic response to a nonlinear laser excitation. 

However, limited by its time-resolution of the order of 10~ 12 seconds, this technique (TR- 

CAR.S) cannot be used to make time-domain pictures of coherent phonons.

In recent years, it has been possible for the first time to track the phases of coherent 

optical phonons [35], due to the availability of femtosecond-pulse ultrafast lasers (with 

a pulse duration shorter than a  phonon period) [36], and techniques tha t  can measure 

optical reflectivity with accuracy of one part in 106 (see, e.g., Refs. [37, 38, 39]). Early 

on, the observations of the phases of coherent optical phonons were made in dyes and 

molecular crystals [40, 41, 42], and were explained using the theory of Impulsive Stimulated 

Raman Scattering (ISRS). More recently, coherent optical phonons were also generated and 

observed in metals [43], semiconductors [44, 45], and high tem perature  superconducting 

films [46]. Furthermore, femtosecond lasers have been used to generate coherent zone-folded 

acoustic phonons in superlattices [47].

The time-domain tracking techniques mentioned above provide quantitative information 

on the evolution of the dielectric properties of the solid, which reflect the phase dynamics 

of the ionic displacements. The dielectric function can be measured with high precision in 

reflectivity or transmission experiments [35].

The time-domain observation of coherent phonons has im portant implications in phonon 

physics. It, provides a much better spectroscopic resolution compared to spontaneous Raman 

scattering for the study of low-frequency phonon modes. It also provides an opportunity to 

study the high-frequency phonon modes [52]. Tracking dephasing processes down to sub

picosecond time scales presents a unique insight into the interaction between specific phonon 

modes and the electronic continuum and other elementary excitations. Furthermore, the 

study of optically excited coherent phonons leads to a better understanding of symmetry in 

the lattice and the phonon-electron interaction [52]. It also provides a novel determination of 

the Debye-Waller factor, a test of the mode coupling theory [53], and a direct measurement, 

of Raman tensor components [41],

Coherent phonons can also lead to changes in the physical properties of various systems. 

For instance, coherent phonons directly modulate the electron energy bands through a 

deformation potential and the electro-optic coupling [49]. Their behavior is important in 

connection with many lattice instabilities including structural phase transitions, chemical 

reactions, and melting [54]. For instance, it has also been proposed [48] to use coherent 

optical phonons to induce a Peierls distortion and thus generate charge-density-waves in
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quantum  wire networks. Coherent phonons can induce large amplitude atomic motion, 

therefore driving the phonon system out of equilibrium and providing a tool for micro- 

ferroelectric-domain switching [55]. The later opens the possibility of future optoelectronic 

control of micro-domains, which are considered a possible substitute for magnetic domains 

in memory chips.

Different generating mechanisms have been proposed to explain these coherent optical 

phonon experiments. One of these mechanisms, ISRS, is a Raman scattering process [41] 

which is valid lor insulators, where no free carriers are present. There are also theories in 

which free carriers are im portant [49, 50, 51]. Among them, the theory of the Displacive 

Excitation of Coherent Phonons (D EC P) [49] considers the displaced electronic distribution 

as the driving force for the phonons, and the theory of Ultrafast Screening of Surface Charge 

Field (USSCF) [44, 50] considers the free carrier current as the major driving force.

ft is a difficult task to explain the detailed mechanisms on how coherent phonons are 

generated in several types of materials. Such an explanation requires simultaneous consid

eration of a number of interacting quantities including the exciting light field, the time- 

dependent, distributions of electrons and holes, and the longitudinal optical phonon ampli

tude [56].

3 .1 .3  C o h e r e n t  a n d  S q u e e z e d  Q u a n t u m  P h o n o n  S t a te s :  M o d u l a t i n g  t h e  
Q u a n t u m  F l u c t u a t i o n s  o f  A t o m i c  D i s p l a c e m e n t s

In most situations, a classical description is adequate to describe macroscopic physical 

phenomena in condensed m atte r ,  where thermal  noise is much larger than any quantum 

noise so tha t  the later can be neglected. However, at low temperatures coherent effects 

(e.g., Bose-Einstein condensation of atoms [13]) and quantum  noise can play a crucial role. 

For instance, Josephson junctions provide an example of macroscopic quantum coherent 

phenomenon, where quantum  fluctuations can be important. Moreover, a recent study [15] 

shows th a t  quantum  noise in the atomic positions can indeed influence observable quantities 

(e.g., the Raman line-shape) even when temperatures are not very low. With these facts in 

mind, and prompted by the many interesting developments in classical phonon optics and 

the recent exciting results in coherent phonon experiments, we would like to explore some 

phonon analogs of quantum optics. Specifically, we want to study coherent and squeezed 

quantum  phonon states.

There are several types of phonon quantum  states mentioned in this paper. The phonon 

vacuum sta te  refers to the sta te  in which no phonon is excited. However, due to the
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zero-point fluctuations of the atoms, the atomic displacement operator still has a finite 

uncertainty in this state. The phonon number s ta te  |n) describes the situation where 

exactly n phonons are excited. Also, the vacuum and number states are both eigenstates 

of a non-interacting phonon system. A phonon coherent s tate  is a phase-coherent sum of 

all the phonon number states. It is a quantum sta te  tha t  can best describe the classical 

behavior of a system. In addition, the quantum fluctuations in a phonon coherent state 

are as small as the ones in the phonon vacuum state. Finally, a phonon squeezed state  is 

a generalized phonon coherent state. The difference between them is tha t  a squeezed state 

can have a smaller quantum noise than the coherent s tate  level in one of the conjugate 

variables. Below, we will explain the properties of all the above quantum states in more 

detail.

The concepts of coherent and squeezed states were both first proposed in the context of 

quantum optics. The experimental advances during the early days of lasers led to extensive 

theoretical research, and eventually to the first systematic description of photon coherent 

states in the early sixties [7]. Years later, and after much research on the quantum fluctu

ation properties of coherent states, squeezed states of photons were theoretically proposed 

[8 , 9]. Their experimental realization occurred about ten years later [10] and it has attracted 

widespread attention [11]. Squeezed states are interesting because they can have smaller 

quantum noise than coherent s tates , thus having a promising future in different applications 

ranging from gravitational wave detection to optical communications [11]. In addition, 

squeezed states form a new and exciting group of states and can provide unique insight 

into quantum  mechanical fluctuations. Indeed, squeezed states a,re now being explored in a 

variety of non-quantum-optics systems, including classical squeezed states [16, 17].

In this chapter we study the dynamics and quantum fluctuation properties of coher

ent and squeezed phonon states. We have calculated the experimentally-observable time- 

evolution and fluctuations of the lattice amplitude operator w(±q) = b(l +  /;Lq +  bq + b -q in 

various phonon states. We show tha t  the averages (w(±q))  are sinusoidal functions of time 

in both coherent and squeezed states, but for sqrteezed states the fluctuation ( (A w (±q))2) 

is periodically smaller than its coherent s ta te  value 2 , which is also the vacuum state noise 

level. Therefore, phonon squeezed states are periodically quieter than the vacuum state.

Our analytical results cannot be obtained without several simplifications of the most 

complete models. In particular, we study single-mode and two-mode phonon states through

out this paper, while in a generic crystal lattice, phonon modes are crowded together. How
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ever, as pointed out in Refs. [58, 59], a theory dealing only with a single mode or two modes 

is adequate when the detection scheme is sophisticated enough to choose the mode (or 

modes) of interest. Therefore, here we focus on such a single-mode and two-mode theory. 

This will serve as a first stepping stone to a more complete approach. In the text below, we 

will describe the approximations used and their ranges of validity. A more complete and 

realistic treatm ent is extremely hard to do analytically because of the complexities in the 

real lattice potential—e.g., its nonlinearities and anisotropies.

It is difficult to generate squeezed states because they have noise levels which are even 

lower than the one for the vacuum state. Indeed, the experimental and theoretical devel

opment of photon coherent and squeezed states took decades. Likewise, the experimental 

realization of phonon squeezed states might require years of further theoretical and ex

perimental work. Nevertheless, we believe tha t  theoretical results in quantum phonon 

optics can help the development of the corresponding experiments. We hope tha t  our effort 

[18, 19, 20, 21], which is only a glimpse into a very rich and new field, will lead to more 

theoretical and experimental developments in the still unexplored area of quantum phonon 

optics and the “manipulation” of phonon quantum fluctuations.

3 .1 .4  O v e r v i e w  o f  t h i s  C h a p t e r

The plan of the chapter is as follows. In Section 3.2 we list several analogies and differences 

between phonons and photons; these will be taken into account in our discussions. Since 

there are several differences between these two kinds of bosons, it is not possible to do a 

simple and straightforward transplant of ideas from quantum optics to phonon physics.

Section 3.3 introduces definitions and notation which will be used throughout this work. 

Furthermore, it studies the general properties of both coherent and squeezed phonon states.

The modulation of quantum  fluctuations is, for the time being, nontrivial to realize in 

a laboratory setting. Thus, it is im portant to study not one but several alternative ap

proaches to manipulate quantum  fluctuations. In Sections 3.4 and 3.5, we propose four 

different methods to  generate squeezed states. These approaches are based on a variety 

of physical processes, including three-phonon interactions, number-conserving single-mode 

phonon-phonon interactions, second-order Raman scattering, and photon-phonon interac

tions tha t  lead to polaritons. In Section 3.6 we propose a possible detection scheme. Finally, 

Section 3.7 discusses several limitations of our proposals.
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3.2 Analogies and Differences between Phonons and Photons

Coherent and squeezed states were initially introduced to describe photons [60, 61]. Here we 

are interested in applying these concepts to phonons. Although both photons and phonons 

are bosons, they do have significant differences, and the physics of squeezed states of light 

cannot be straightforwardly extended to phonons. For example, photons have zero mass, 

and all our results do have a mass  in them. This mass cannot be set to zero, because 

it is often located in denominators. Thus, the straightforward M  0 limit does not 

work here. This is a very significant difference in the physics and the analytical results. 

Table 3.1 presents a brief comparison between phonons and photons. Below we mention a 

few im portant similarities and differences tha t  are relevant to our study.

Photons are elementary particles with no internal structure, thus are sometimes called 

simple bosons. On the other hand, phonons describe the collective displacements of very 

many atoms in a crystal, and are thus sometimes described as composite bosons [62]. 

Phonons are bosons because of the commutation relation between the coordinate and mo

m entum operators. Kohn and Sherrington [62] pioneered the research on composite bosons 

like phonons, excitons, etc., and classified them into two categories, with type-1 referring 

to those bosons composed of an even number of fermions (such as 4Ile atoms), and type-fl 

referring to those th a t  are collective excitations—such as phonons, excitons, magnons, etc. 

In this sense it is also possible to consider photons to be type-II composite bosons [62], 

because they are the energy quan ta  of electromagnetic field inodes. Their commutation 

relation originates from the simple harmonic oscillators that  are used to quantize the elec

tromagnetic field. Essentially, both  photons and phonons are field quanta: photons are 

quanta  of a  continuous field, while phonons are quanta  of a discrete field.

Non-interacting phonons are used to describe harmonic crystal potentials. However, 

anharmonicity, which leads to phonon-phonon interactions, is always present. Some prop

erties of solids, such as lattice heat conductivity and thermal expansion, solely depend on 

the anharmonic terms in the crystal potential. In other words, phonons in general interact 

with each other. For photons, the situation is somewhat different. In vacuum and at low 

intensity, photon interactions are so weak tha t  the rule of linear superposition holds. How

ever, in nonlinear media, photons are effectively interactive, with their interaction mediated 

by the atoms.

As mentioned above, phonons exist in discrete media. Therefore, phonons have cut-off 

frequencies, which put an upper-limit to their energy spectra. For a diatomic lattice, this
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limit is of the order of 0.1 eV, which is in the infrared region. Photons, on the other hand, 

do not have such an upper bound for their energy. In addition, the discrete atomic lattice 

and the massive atoms lead to a finite zero-point fluctuation in the phonon field, while the 

continuous photon modes and the massless photons contribute to a divergent zero-point 

fluctuation in the photon field.

The dispersion relations for photons and phonons are qualitatively different. Photons in 

free space have a  linear dispersion relation. On the other hand, phonons have complicated 

nonlinear dispersion relations which generally have several acoustic and optical branches. 

The acoustic branches are linear around the center of the first Brillouin zone, i.e., the k =  0 

point, which is a t  the continuum limit. When the quasi-wave-vector k  is close to the first 

Brillouin zone boundary, u  saturates. The optical branches of the phonons have a different 

profile. Their dispersion relations are flat near k  =  0, where u  =  u>0. Furthermore, as 

k  increases, u> decreases; indeed, the optical phonon dispersion relation can be even more 

complicated depending on the lattice structure. Compared to photons, with their simple 

linear dispersion relations, phonons have nonlinear dispersion relations tha t  make it more 

difficult to satisfy both energy and momentum (in fact, quasi-momentum) conservation laws 

simultaneously.

The order of magnitude of the crystal cohesion energy determines tha t  phonons have very 

low energies. Therefore, phonons can easily couple to many other excitations which are in a 

similar energy range, and be perturbed by thermal fluctuations even at low temperatures. 

All these couplings make phonon dynamics very dissipative. Due to its strong damping, 

coherent phonons have very short lifetimes ( ~  1 picosecond for optical phonons, while larger 

for acoustic phonons) [35]. On the other hand, there exist many materials in which photons 

can propagate with little dissipation, and furthermore very long photon coherent times can 

be produced by lasers [60].

To summarize this brief comparison, we notice tha t  the differences between phonons 

and photons can both help and hinder our effort to apply ideas originating in quantum 

optics to phonons. On the one hand, anharmonicity leads to nonlinear interactions between 

phonons, which can be helpful when we try  to  “mix” phonons. On the other hand, short 

phonon lifetimes and the strongly dissipative environment of phonons are negative factors. 

These will be taken into consideration when we work on the theory.
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P h o n o n P h o to n
Type of boson type-II composite simple
Propagating media discrete continuous
Interactions highly interactive interactive in nonlinear media, 

noninteractive in linear media
Mass massive massless
Macroscopic description wave equation 

for elastic continuum
Maxwell equations

Microscopic description Schrodinger equation Quantum Electrodynamics
Number of normal 
modes per allowed k

3p modes for each k 2 modes for each k

Dispersive ? always: u  =  ws(k) not in vacuum: oj — ck
Restriction on 
wave vector k

confined to 
1st Brillouin zone

arbitrary

Linear momentum vanishes non-zero
Spin not defined s =  1

Table 3.1: Comparison of several physical properties of phonons and photons

3.3 Phonon Quantum States: General Properties

3 .3 .1  P h o n o n  O p e r a t o r s

In this section we introduce definitions and notation which will be used throughout this 

work. It is well known tha t  phonons are energy quanta of the atomic oscillations in a 

perfect crystal. Under the harmonic approximation, the Hamiltonian for the vibrational 

degrees of freedom of a perfect and isolated lattice is

h.umonic — ^  ( ^q \ A T  ) •. ( 3 . 1 )
qA V ' 1 1

which represents a series of independent oscillators. A phonon with quasi-momentum p = 

hq  and branch subscript A has energy cq,\ =  htOq\. The creation and annihilation operators 

for a phonon of m omentum q in the branch A are bqA and 6q,\. They satisfy the boson 

commutation relations:

[^q'A'j ^qxl =  ^qq'^AA' i [^qAi ^q'A'] =  0 . ( 3 . 2 )

The lattice atomic displacements UjQ and velocities ftja, are related to the phonon oper

ators bq\ and &qA through the following relations:

1 N
E < Q q ^ R -

VUVm qA

31



■/4= E  UV  (<2qe',E' + Q-q<!~“''R')
V 9*>0 A

1 e  i/S- ( V i * * * * * *  • <»•*)y/Nrn  qA V ^ q A
TV 11- —i 'c~> hw,E  \/ ̂  **> ~ ( C ^ iq *i>). (3-4)

«i = l / £ ( ^  + .‘U»)- ( : , ' 5 )

= < ■  (3-0)

Here R, refers to the equilibrium lattice positions, cr refers to a  particular direction, and

Qq is the normal-mode amplitude operator. The condition on the polarization vector U  is

a result of the requirement tha t  the atomic displacement u;a is Hermitian.

A physically interesting quantity is the Fourier transform of the atomic displacement. 

Since
  Aq-R, p-iq ' R,
V  = Aqq' , (3.7)
^  y / N  s / N  11

we can use e,q‘-R'1'/ \ / iV  as normalized orthogonal basis. Thus the Fourier transform of the 

atomic displacement takes the form

e —iq-R,

t  V"
s E ' T o i  (3-8)m

=  E y ^ C ^ T , , ) .  <»■»>

which is directly related to the normal-mode amplitude Q q. Notice th a t  wa (q) is not

Hermitian, thus it cannot be observed. The quantity which is experimentally observable is

the real part  of un (q ):

R e ( u a (q)) =  ^ 2  J { U qa (bq\  +  &LqA) +  Uq * ( b - q\  +  &qA) }  ■ (3.10)
A V *1'

For simplicity, hereafter we will drop the branch subscript A, focusing on one particular 

branch. Our results can be easily generalized to the multi-branch situation. Now Eq. (3.10) 

is simplified to

R e ( u a (q)) -  J | t7 qa (bq + &Lq) +  U*a (b_q +  &q) } ■ (3.11)
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Furthermore, let us assume tha t  U„a is real. Eq. (3.11) can then be further simplified to

R e ( u a( q))
U,qa

( b q  +  +  f r - q  +  h q )  • (3.12)
^JSmuiq/h

Thus, let us define a q-mode dimensionless lattice amplitude operator u (± q ) :

t l(± q )  =  6q +  &!q +  h_q +  6* . (3.13)

This operator contains essential information on the lattice dynamics, including quantum 

fluctuations. It is the phonon am-.og of the electric field quadrature  operators in the photon 

case. The actual unit of Re  (?r„(q)) is q . Using typical quantities such as m  =

10~26Kg, and oiq =  1013IIz, this unit ^Jh/mu>q is of the order of 0.3 Angstroms.

When Uqa — \Uqa \el^ u^ is complex, where (fry is a. constant phase factor depending 

only on the lattice structure, the lattice amplitude operator has a generalized form

, ( ± q )  =  ( b q  +  b l q )  e * ‘^ 1  +  ( 6 _ q  +  f c j )  . (3.1

Furthermore, an experimentally observable quantity which is related to  the atomic displace

ments in the crystal can generally be expressed in terms of Q x :

o  = y  
V  dC&  1'

(3.15)

Due to the Hermiticity of the operator 0  and the relation Q \ q =  Qq*, we have the following 

constraint
n n  (  f )n  \  *

(3 .16 )
9 Q X- q  \ 9 Q Xq t 

Thus the operator O can be written as

o = E

= E
A,7.t > 0

8 0
O Q q

dO

\ Q  q  +

0 0
O Q l Q$

A *

9 Q X 2a;,' q A
[ ( ^ J  +  4 l qJ)  +  ( & - +  ( - I , )  f " " 1] ■ 0 . 1 7 )

Here is the phase of OO/OQq. An example of an experimentally observable quantity is 

the change in the crystal dielectric constant Sc due to the atomic displacement Qq. It can 

be expressed as
^  0 (Sc) >

(3.18)- y  9 ( I c} q \
a o a  Oq

Indeed, a widely used method to track the phases of coherent phonons [37, 38, 39] is based 

on the observation of the reflectivity modulation A R  of the sample, which is linearly related 

to Sc, the change in the dielectric constant due to lattice vibrations.



Equation (3.17) indicates th a t  we can define a generalized lattice amplitude operator

uG(± q )  =  (bq +  l>Lq) +  (b—q +  6+) , (3.19)

where the branch label A has been dropped for simplicity. However, it can be easily shown 

th a t  this generalized operator « c ( ± q )  has the same fluctuation properties in phonon coher

ent and squeezed states as « (± q ) .  Moreover, the expectation values of u c ( ± q )  and w(±q) 

in these states have a phase difference equal to \Hq,\. Indeed, in calculating the quantum 

fluctuation ((A?tG(±q))2), the im portant terms are ( b q b q )  and (6q6_q ), where the phases 

cancel out with each other. Therefore, we will only use w(±q) hereafter. All of our results 

on « ( ± q )  can be easily generalized to w(;(± q )  and «G(±q).

3 .3 .2  P h a s e  O p e r a t o r

Classically, the amplitude and phase of the atomic vibrations are conjugate variables. How

ever, quantum  mechanically, the phase operator is not well defined either in quantum  optics 

or for phonons. Here, let us consider one particular definition of the phase operator bor

rowed from quantum  optics [63] and calculate its expectation value in a phonon coherent 

state. The more straightforward definition of the phase operator by Dirac [64] is not Her

mitian, while the definitions of the cos 4> and sin <j> operators by Susskind and Glogower [63] 

are Hermitian. The cosine of the phase operator [63] is defined as

I 1 cos <p =  -
2

t 1 1
«  —F = = =  + (3.20)

\J rH a + 1 \ /  af o, +  1

where a is the annihilation operator for the mode k phonon in consideration. Recall tha t  

the quantum  sta te  th a t  most closely resembles the classical description is the coherent state. 

Let us now calculate the average of cos <j> in a phonon coherent s tate  |cv) in mode k:

(cos (f>) = «f - 7 ^ =  +
1 1

Vflta +  1 V  a t  a +  1
|a)

1 . a* + a
= o H -  r v ~ r ^£ V a 'a  + 1

1 n* m 1
=  -  V  ~r= ^=  («* +  ct) ( m | - A-_-: - |n)

2 \ /m\n \  y/aXa+ T
I I2?i

=  R * { a } e - W  ( 3 .2 1 )
„ n! y/n + 1

W hen |aj is a very large number, the above sum takes the asymptotic expression

|q j2n ^  ^
\  y/n + In! “  jcvj
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Therefore,

(cos<̂ >) =  COS (pa (3.2 2)

which clearly demonstrates th a t  the expectation of the phase operator <j> is given by the 

phase (f>a of the coherent displacement a  = |et|e‘^Q. Furthermore, it will be shown later in 

Section 3.3.4 tha t  the quantum phase <f>a of the coherent displacement a  corresponds to the 

phase of a classical plane wave in the crystal. The coherent-state phase <f>a is determined 

by the mechanism of coherent phonon generation. For instance, if the coherent phonons 

are produced by impulsive Raman scattering [40], (f>a = ir/2. If the coherent phonons are 

generated through a  displacive mechanism [43], (f>a = 0. Therefore, a measurement of the 

phonon phase provides valuable information about the microscopic mechanism responsible 

for the production of coherent phonons.

3 .3 .3  P h o n o n  N u m b e r  S t a t e s

The eigenstates of the harmonic phonon Hamiltonian, Eq. (3.1), are number states:

^q | nq) =  \ / n (l I n<l ~~ 1)? (3.23)

frq | 7iq ) =  y/riq +  1 | 7lq +  1). (3.24)

As noted before, phonons are intrinsically interactive and have a dissipative dynamics. 

Thus the number states and the simple harmonic Hamiltonian for independent oscillators 

are generally not sufficient to describe a phonon system. Furthermore, the phonon number 

and phase of the atomic vibrations are conjugate variables. Thus, due to the uncertainty 

principle, the phase is arbitrary when the phonon number is certain, as it is the case with any 

number s ta te  |nq ). Therefore, in the number s ta te  representation, the following quantities 

vanish: the expectation values of the atomic displacement (nq|'uia |nq), velocity (nq | «(„ |nq), 

and q-mode lattice amplitude (?iq |r r(± q) |nq):

K lK 'a |« q )  =  (nq|«Kv|nq) =  (??q | u( ± q ) | ttq) =  0. (3.25)

These results do not imply tha t  atoms never move and always remain a t their equilib

rium positions. Instead, they originate from the randomness in the phase of the atomic 

displacements.

This issue can be also looked a t  from another perspective. Number states are the eigen

states of an isolated system and thus they are appropriate  when we deal with a system that  

does not interact with its environment. However, if we consider a subset of an interacting
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system, for which energy is not a  good quantum  number anymore, number states are not 

the best choice. In fact, there exist states tha t  can describe such a non-conserving system 

better. Coherent states [7] are in this category, and will be discussed in the next section.

3 .3 .4  P h o n o n  C o h e r e n t  S t a t e s  a n d  T h e ir  G e n e r a t io n

In this section we study the dynamical and quantum fluctuation properties of phonon coher

ent states. We also briefly discuss the connection between phonon coherent states and the 

experimentally-observed coherent phonons. Typically, the dynamics of coherent phonons 

are described by using classical equations of motion, while here we present a quantum de

scription of them. This is a necessary step before introducing phonon squeezed states.

S in g le-m od e  P h o n o n  C o h eren t  S ta te s

A single-mode phonon coherent s ta te  is an eigenstate of a phonon annihilation operator

M  A , )  =  A, | /?q) .  ( 3 .2 6)

It can also be generated by applying a phonon displacement operator D q(j3q ) to the phonon 

vacuum sta te  (where there is no phonon excited)

|/3q |2 T 7  / ' j n q

|/?q) =  £q(/3q)|0) =  eXP (/3qftJ -  /?* 6q ) 10) =  C “  ^  17lq ) . (3.27)
nq=0 V 7V

It can be seen from Eq. (3.27) th a t  a phonon coherent s tate  is a phase-coherent superposition 

of number states. Moreover, coherent states are a set of minimum-uncertainty stal es which

are as noiseless as the vacuum sta te . Coherent states are also the set of quantum  states that

best describe classical harmonic oscillators. Indeed, these results are the phonon analog of 

the photon coherent states [7, 57, 65]. Appendix A presents a summary of some useful 

properties of photon coherent states.

A single-mode coherent s ta te  can be generated by the following Hamiltonian:

' H  = H0 +  V
< Ho =  (bq/jq +  (3.28)

V  =  A* 4 bq +  Aqe - 1 b \

and an appropriate  initial s ta te  (see Appendix A for further details). Here Aq represents 

both the interaction strength between phonons and the external pump and the intensity 

magnitude of the pump. Also notice th a t  the pump is on resonance with the phonon mode.
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More specifically, if the initial s ta te  is a vacuum state, ^ (O ))  =  |0), then the s ta te  vector 

|?/>) becomes a single-mode coherent s ta te  thereafter

|V;(0 )  =  |Aq( / . ) e - ^ ) ,  (3.29)

Aq (<) =  (3-30)

where Aq(t) is the coherent amplitude of mode q. The linear divergence of Aq(/,) with time

t reflects the facts th a t  no dissipation mechanism is present and tha t  the external pump is

working continuously. Here the initial s ta te  does not necessarily have to be a vacuum state. 

It can be an arbitrary  coherent s ta te  because of the relation

Z?q ( a q )|/3q) =  e* '^ |a q +  /?q ) ,  (3.31)

where 0q =  7m(/3qa q ) is an additional overall phase factor [65].

If the initial s ta te  is a single-mode coherent state

10(0)) =  | Qq ), (3.32)

then the s ta te  vector at time t takes the form

\ m )  = |{Aq(Z) +  a q } e - ^ ) ,  (3.33)

which is still a  coherent state.

In a single-mode (q) coherent s ta te  |Aq(Z) e~lulcit), the time-dependent expectation value 

of the atomic displacement operator is

coh — \ |f^qc»Aq(t)| cos(q • R j — U)qt T  +  V’AqlO) • (3.34)

Here the branch subscript A has been dropped for simplicity, f/q„ =  |ffq«| exp(/’V>{/ ), and 

Aq(/) =  |Aq(/)| exp(v'V>Aq( / )). The time evolution of the expectation value of the lattice 

amplitude operator also takes the plane-wave form

(w(±q))coh =  2|Aq | cos(u>qt +  </>aq( 0 )  • (3.35)

Thus a single-mode phonon coherent s ta te  is a plane wave propagating in the crystal when 

V>Aq( 0  does not depend on time.

The variance (also called “uncertainty” , “fluctuations” , or “noise” ) of the atomic dis

placement operator for a single-mode coherent s ta te  is

N  TAlJ  I2
{ ( A ? i . , q )  ) c o i ,  =  ( ( « . „ ) 2 U  -  K X , ,  =  • £  2 i ) „ qV l „  ' ( 3 ' 3 < i )
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Notice th a t  all the modes th a t  are not excited are in the vacuum sta te  and thus all contribute 

to  the noise in the form of zero-point fluctuations. This shows tha t  a  coherent state has the 

same noise as the vacuum state. Furthermore, this expression of the atomic displacement 

fluctuations gives a finite sum. On the other hand, the similar expression for the electric 

field fluctuation in a photon field diverges.

The uncertainty of the lattice amplitude operator for a single-mode coherent s ta te  is

( ( A u ( ± q ) ) 2)coh =  ( ( « ( ± q ) ) 2)coh -  M ± q ) ) c o h  =  2 ■ (3.37)

Notice th a t ,  from the expressions of the noise ( ( )2)coil and ( (A ii (± q ) )2)coi„ it is impos

sible to know which s ta te  (if any ) has been excited. On the other hand, this information is 

clearly present in the expression of the expectation value of the lattice amplitude (? /(±q)), ;oh-

M u lt i -m o d e  P h o n o n  C o h eren t  S ta te s

A multi-mode coherent s ta te  is a  coherent s ta te  with more than one mode. Since phonon 

modes are independent of each other, a multi-mode coherent s tate  can be simply expressed 

as a product of a  series of single-mode coherent states:

| q i  , Q'2, • • •, a n ) =  | « i )  © |a 2 ) © • ■ • 0  \ a n ) . (3.38)

Theoretically, a multi-mode coherent s tate  can be obtained from the following Hamil

tonian:
H  = H 0 + V
H o  =  E q  fiw q  ( 0 , 6 q +  ( 3 .3 9 )

V  =  E q { A * e !^ & q + A q e — «* ‘ ft* }

and an appropriate  initial state . Here Aq is the interaction strength between the phonon

system and the external source. For simplicity, branch labels have been dropped.

Similar to  the single-mode case, if the initial s ta te  is a vacuum state, |0(O)) =  |0), the 

s ta te  vector \tf)) will become a  multi-mode coherent s ta te  thereafter,

I'0(0) = n ® l Aq( 0 (3.4°)
q

Aq( 0  =  -  ( j r  Aq)  / ,  (3.41)

where Aq( 0  is the  coherent amplitude of mode q. If the initial s ta te  is a multi-inode 

coherent s ta te

= n  ® i«q)’ (3-42)
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the s ta te  vector at time t  will be

\ m )  = n ®  I {Aq(*) +  a q> e" " q4)> (3-43)
q

which is still a coherent state.

We can now calculate the expectation values and quantum fluctuations of the atomic 

displacement and lattice amplitude operators. In a multi-mode coherent s ta te  |V’(0 )  = 

n (,® |A q(0 e— t he expectation value of the atomic displacement operator «,-„(/.) is

( u i a ( t ))coh =  E  \ J ^  { f V  A q (/.) +  U *a  A * ( / ) }

i N [2~ii
= /-rz Y l \ r ~ ~  lfV  An(OI cos(q • R < -  <-V +  4>û  +  </>Aq( 0 ) , (3.4-1)

VNr n  q Vu ' 1

which is a sum of cosine functions. Here the branch subscript A lias been dropped, U<la = 

\Uqa\ exp(*V/>(/q), and Aq(/,) =  |Aq(/)| exp(«/>Aq(/.)). For a particular pair of ± q ,  the lattice 

amplitude operator w(±q) is

(« (± q ) )coh = Aq(/.) e - iŵ  +  A*(/) +  A_q(/.) e " " - ^  +  A*q(<) eiuJ~^

= 2 { |A q (OI cos(wq /. +  </>Aq ( 0 )  +  jA_ q (/.)| cos(w _q /. +  </>A_ q ( t ))} • (3.45)

In the special case where |A_q | =  |Aq |, and recalling th a t  u;_q =  u q , the average of ?t(±q) 

takes the simple form

/ U I .  ( 4  Aq ( 0  -  0A_q( O \  (  , , </>Aq( 0  +  </,A_q( 0 N\(«( ±q))coh = 4 |Aq | cos I ------------------ !—  1 cos I u;q / 4      —  I . (,3.4b)

Moreover, if A_q =  Aq , then w(±q) takes an even simpler form

(«(±q))coh =  4 |Aq | cos(wqZ +  <̂ Aq(0 )  • (3-47)

Therefore, in a multi-mode coherent state , (u{a (<))coh aa(l (w (±q))coh are sinusoidal func

tions of time, instead of being zero like in a number s ta te  |req ).

In a multi-mode coherent sta te , the fluctuation of the atomic displacement operator

takes the form

( ( a m » ) 2)co1i= e  ! i U(i^ 2 • (3-48)^  2N v iu qa

If the ± q  modes are both in a multi-mode coherent state , the fluctuation of the lattice 

amplitude operator becomes

< (A u(± q))2)coh = 2 . (3 .4 9 )
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Therefore, if a. phonon system is in either a single-mode or a multi-mode coherent state, the 

fluctuations of the atomic displacement operator {(Ai/,ia,)2}coh and of the lattice amplitude 

operator ((A n (± q ) )2)coii will be independent of time.

Equiva lence  o f  Q u an tu m  an d  Classical C oh eren t  P h o n o n s

Coherent phonons have been the subject of considerable interest in recent years, as pointed 

out in the introduction section of this chapter and in Ref. [35]. Experimentally, coherent 

optical phonons can be generated through optical interactions such as stimulated Raman 

scattering [60, 61]. Using a similar technique, coherent acoustic phonons have also been 

generated in zone-folded superlattices [12]. Typically, the dynamics of coherent phonons 

are described by using classical equations of motion. Here we present a quantum description 

and show tha t  it is consistent with the classical one and, as an additional bonus, contains 

information on quantum fluctuations. An effective Hamiltonian for a coherent-phonon- 

generating process is

■^stimulated—Hainan — b,Ulpbpbp -\-hCdkj rtkj i A (I^  Uk, T A bpU]̂ 1 T  A (I^̂  Uk , . (3.o0)

where p refers to a Raman active phonon mode, ki (k^) denotes the higher- (lower-) energy 

incident laser photons. In the context of spontaneous Raman scattering, where there is only 

one beam of incident photons, mode lt2 is called the Stokes mode of the scattered (instead 

of incident) photons. However, in a stimulated Raman process, two incident laser beams 

are needed. The two incident photon modes have a frequency difference tha t  is equal to the 

frequency of the Raman active phonon mode. Since in a stimulated Raman process both 

incident photon modes k |  and k -2 are pumped into large amplitude coherent, states, the 

creation and annihilation operators of these two modes can be treated as e-numbers. Hence 

in a mean-field (ME) approximation the Hamiltonian / / Stimulated-Raman ca11 he simplified to

^stimulated—Raman =  TlU)p bp)p +  \ pelWptbp +  A*C ‘̂ b j ,  . (3.51)

As we pointed out earlier in this section, the phonons will be in a coherent s tate  starting 

from either a vacuum or a coherent state.

Coherent phonons can also be generated transiently by a femtosecond short pulse laser. 

A femtosecond pulse duration is much shorter than any phonon period and therefore acts as 

a delta-function driving force. It can produce coherent longitudinal optical (LO) phonons 

[39, 43, 45, 46]. We can make a very simplified calculation by replacing the coupling strength
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\ peluJpt with Ap(t) = AS(t  -  to) in Eq. (3.51), so that

■^stim ulated—Raman =  blUpb̂pbp +  A  8(1 -  to) bp +  A* 8(t -  t0) bJ . ( 3 .5 2 )

Here A  =  | i s  a time-independent, complex amplitude containing the information of

the photon-phonon interaction and the coherent amplitude of the relevant modes in the

incident optical pulse. We assume tha t  the crystal is in the phonon vacuum sta te  before it 

is hit by the laser pulse at / =  t0. Let us now consider the time-evolution of the phonons in 

the p mode.

To obtain the time-evolution operator for the phonon mode, we first change into the 

interaction picture, where the interaction-picture Hamiltonian takes the form

V/(t) =  8(t -  t0) ^Abpe~kUpt + A*6{e*w»>*] . (3.53)

Notice th a t  this Hamiltonian is time-dependent. Thus, we cannot integrate the Sehrodinger 

equation directly like we have done for the on-resonance cases. However, we can use the 

Magnus method [66] to calculate the time-evolution operator Ui(t)  =  exp( —iAj -  i A 2 -  

iAo — ■ • •) of the phonons (see Appendix A.2 for details). Since the Hamiltonian Vj(t)  above 

is linear in bp and all the commutators equal to or higher than third-order vanish. The 

second-order term A 2 can be calculated as follows

2l2(Mo) =  XJTr f  dt.2 f  (lt\ [Vi(ti), Vi( t2)\
A ,  I I I  J  t Q J  (q

= \A\2 6(t l -  to)8( t2 -  to) Pp2-q ) '

= T  f  dt2 f  dti  |>112 A(/! -  to)8( t2 -  t0) s inu p(t2 -  t \ )  
h Jt0 Jt0

= 0 .

Therefore, only A\  contributes to the time-evolution operator. Ui(t)  can thus be written as 

U i( t , tQ) =

= GXP ~ ^ bretUJpt° )  ’ (3-54)

In other words, for t >  to, the crystal is in a single-mode (if this phonon mode is the only 

Ram an active mode) coherent s ta te  \Ape~tu’pt) . The coherent phonon amplitude Ap from 

Eq. (3.30) is then

Ap = -  ~  eiu,”to. (3.55)
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which is a constant complex number. Thus, a very short laser pulse conveniently provides 

a  time-independent amplitude and a coherent phase (see, e.g., [41]). If q is the wave vector 

of the p mode, the s ta te  vector can be written as |Aqe~Iu;q(}, where Aq =  - i A e lwata/2/i. For 

t > t0, the average of the lattice amplitude operator in the state  |Aqe~IWq() ® |0_q) becomes

(«(±q))coh = (0-q| ® (A * e -q<| « (±q ) |AqC- ^ q<) ® |0_q)

=  (A*e- q(| ( 6 q +  6 t ) |A qe— qi)

—  f  r - i u J a ( t . - t o )  +  i(l>A _  \

2 h I j

=  - ^ - s i n  {wq(« -  to) -  <!>a } ■ (3.56)

These longitudinal optical phonons can have a coherence time of about 50ps at 10K, and 

even longer at lower tem peratures [35].

In the classical sense, “coherent” means a wave with a well-defined phase, or waves tha t  

can interfere with each other when superimposed. Here we have shown tha t  the single-mode 

coherent state o f  phonons generated by a short laser pulse is indeed a plane wave with a

well-defined phase. Thus, these phonons in a quantum coherent s ta te  are also coherent in a

classical manner.

3 .3 .5  P h o n o n  S q u e e z e d  S t a t e s

In this section we study the dynamical and quantum  fluctuation properties of various kinds 

of phonon squeezed states. These states are special because they periodically exhibit less 

quantum  noise than phonon coherent states or the phonon vacuum state, both of which 

exhibit zero-point fluctuations.

Q u ad ratu re  S q u eezed  S ta tes

In order to reduce quantum  fluctuations to a level below the one for coherent phonons, 

we need to consider phonon squeezed states. Quadrature  squeezed states are generalized 

coherent states [9, 58, 67]. Here “quadrature” refers to the dimensionless variables such as 

dimensionless coordinate and momentum. Compared to  coherent states, squeezed ones can 

achieve smaller variances for one of the quadratures during certain time intervals, and are 

therefore helpful for modulating and decreasing quantum  noise.

Phonon number states have the smallest possible noise in the phonon number, thus 

are an extreme form of squeezed states. However, they have no phase coherence, which 

is im portant in many situations. Figures 3.1 and 3.2 schematically illustrate several types
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of phonon states, including vacuum, number, coherent and squeezed states. These figures 

are the phonon analogs of the illuminating schematic diagrams used for photons [68 , 69]. 

Appendix B summarizes some definitions and useful results on quadrature  squeezed states.

A single-mode quadrature  phonon squeezed state  is generated by applying a  phonon 

squeezing operator . S ' q ( £ )  and a  phonon displacement operator jDq(o q ) to a vacuum state

|a q ,O  =  £ qK ) . S q (O|0>, (3.57)

where

5 q (f)  =  exp ( ^ b l  -  ^  . (3.58)

A two-mode quadra ture  phonon squeezed sta te  is generated as follows

O'<ii •> Q'q2 , 0  — D qi (cv(| i ) D(l2( a q2) 5qiiq.2(^) |0 ) ,  (3.59)

5q i,q2( a  =  exp{Cb(l[bn2 (3-60)

Here Dq( a q ) is the coherent s ta te  displacement operator with « q =  j«q |e*^, Sq(£) is the 

single-mode squeezing operator, *$q i ,q2 ( 0  is the two-mode squeezing operator, and £ =  re ‘° 

is the complex squeezing factor with r > 0 and 0 < 0 < '2n.

As shown in Ref. [58] and in Appendix B.3, the squeezing operator Sq i,q2(£) can be 

produced by the following on-resonance Hamiltonian:

//qi ,q2 =  h u (U b ^  b(U + h u q.2 b\2 b(i2 +  C e - ^ i  + ^ 2)‘ b ^  b\l2 +  C*ei(w,« +u,<12 ]t bqt bq2 • (3.61)

Its time-evolution operator has the  form

U{t) =  exp j — 'j exp [r(0&qi&q2 -  f(*)&qi&q2] , (3-62)

Ho -  hiO(lib\u b(u +  hujfl2 b}l2 bq,2

m  = ( £ ( ) < •  ■ (3-63)

Here £(/) is the squeezing factor and £ is the s trength of the interaction between the phonons 

and the external source (including the power of the external pump). This interaction allows 

the generation and absorption of two phonons at a time. The time-evolution operator 

U(t)  now factorizes into an unperturbed evolution operator ex\)( — i H 0t / h ) and a two-mode 

( q i , q 2) squeezing operator 5'q j ,q2(£) =  exp &q2 ~  f * ( 0 ftqi&q2}- W the two modes

q i and q 2 are degenerate, the squeezing operator becomes a single-mode one. Notice that  

here the squeezing amplitude grows linearly with time. Such a divergence is due to the 

continuous pump and a lack of any dissipation mechanism. In an experimental situation,
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Figure 3.1: Schematic diagram of the uncertainty areas in the generalized coordinate
and momentum  ( X ( q ,  —q),  P ( q , - q ) )  phase space of (a) the phonon vacuum state, (b) 
a  phonon number state , (c) a phonon coherent state, and (d) a phonon squeezed state. 
Here X ( q ,  —q) and P ( q ,  —q)  are the two-mode ( ± q )  coordinate and momentum operators 
defined in Section 3.3.1. They are direct generalizations of the single-mode coordinate and 
m omentum operators. Notice th a t  the phonon coherent s ta te  has the same uncertainty 
area as the vacuum state, and th a t  both areas are circular, while the squeezed s ta te  has an 
elliptical uncertainty area. Therefore, in the direction parallel to the 9/2  line, the squeezed 
s ta te  has a  smaller noise than both the vacuum and coherent states.
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Figure 3.2: Schematic diagram of the time evolution of the expectation value and the
fluctuation of the lattice amplitude operator w(±q)  in different states. Here dashed lines 
represent the average (u(±q))(Z), while solid lines represent the envelopes («(±q))(Z) ±  
y / ([Au(±q)]2)(/) which provide the upper and lower bounds for the fluctuations in «(±q)(/ ). 
(a) The phonon vacuum sta te  |0), where (ii(±q)) = 0 and ([Aii(±q)]2) = 2. (b) A phonon 
number s ta te  |nq ,?i_q), where (u(±q))  = 0 and {[A«(±q)]2) = 2(nq +  n _ q ) + 2. (c) A 
single-mode phonon coherent s ta te  | a q ), where ( « ( ± q ) )  = 2 f2e (a qe_iWtd) =  2 | a q | cosu;q <, 
which means th a t  aq is real, and ([Att(±q)]2) = 2. (d) A single-mode phonon squeezed 
state  laqe-1^ 4, £(Z)), where the squeezing factor £(/) satisfies £(t) = re~2'lWc*t . Here, 
(u(±q)) =  2 |a q | cosu;q/, which means tha t  o q is real, and its fluctuation is {[Au(±q)]2} = 
2(e~2r cos2ojqt +  e2r sin2 Uqt). (e) A single-mode phonon squeezed state , as in (d). Now the 
expectation value of u is (w(±q)) =  2 |cvq | sinu;qZ, which means tha t  a q is purely imaginary, 
and the fluctuation ([Au(±q)]2) has the same time-dependence as in (cl). Notice tha t  the 
squeezing effect now appears a t the times when (w(±q)) reaches its maxima while in (d) 
the squeezing effect is present at the times when (w(±q)) is close to zero.
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this initial linear growth in the squeezing factor will eventually be suppressed by dissipation 

which leads to increasing fluctuations.

For a single phonon mode, the quadrature operators are

f X ( q )  = (bq + b l ) / V 2 
\  P (q )  = - i ( b ( l - b \ ) / V 2 .

For a two-mode ( q j  and q 2) situation, the phonon quadratures become

|  ^ ( q i , q 2) =  (bqi + hqi +  bq2 + b\2) / 23/ 2
I F ( q i , q 2) =  (bqi -  b l  + bq2 -  *4 ) /(*23/ 2,;).

(3.64)

(.3.65)

Let us now consider a single-mode (q) phonon squeezed s ta te  |a q ,£), where a  is the 

coherent amplitude (equivalent to th a t  in a coherent state), and £(f) is a time-dependent, 

complex squeezing factor £(/) =  re l° . The average value of the quadrature  A’(q ) is

( A ' ( q ) ) sq =  ( O ' q , £ l ^ ( q ) | a {„ 0  =  V2 Re( aq),  (3.66)

which is the same as for a single-mode (q) coherent s tate  |o q). The variance of A'(q) for 

the single-mode phonon squeezed s ta te  |o q , £) is

((AAr(q ))2).sq =  ( a q , ^ ( A X ( q ) ) 2|o q , 0  =  ^  ( V 2?' cos2 +  e2r sin2 0  . (3.67)

Similarly, in a two-mode phonon squeezed s ta te  |orq i , otq.2, £), the average value of the 

quadrature  .A ( q j ,q 2) is

( A ( q i , q 2))sq <̂12 ? 0  \/r‘2  ̂ T i (3.6(S)

which is the same as in a two-mode coherent s tate  | a q, , a q2), while the variance of A’(q j , q 2) 

in a  two-mode phonon squeezed sta te  becomes

1 (  0 0 \
( ( A A ( q i , q 2))2)sq =  ( a q i , o q,2, f  |( A A Y lV q i , o q2, 0  = -  ^e_2r cos2 -  +  e2r sin2 - J  .

(3.69)

Both of the above variances can be smaller than their coherent s tate  values, which are 1/2 

and 1/4, respectively.

In the special case of q 2 =  —q i ,  the two-mode phonon quadrature operators have the 

simplified form

(  ^ ( q > - q )  =  (b q  +  4  +  ^-q +  b - q )  / 23/2 1 3  7 0 1

j  P ( q , - q )  =  (bq -b 'q  + b - q - b l ' S / V W i ) .
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Notice tha t  X (q ,  —q) takes the same form as the previously defined lattice amplitude oper

ator u (± q )  =  6q +  &Lq +  6_q +  6q, and both of them are proportional to the real part of the 

Fourier components Qq (we have dropped the branch label A) of the atomic displacement 

operators w,-a , which is the physical quantity we are interested in. The two operators are 

only different by a constant factor of 1/ 23/ 2:

u ( ± q )  = 23/ 2A ( q , - q )  ex R e {Q n) . (3.71)

Therefore, the expectation value of u (± q )  in a two-mode (± q )  phonon squeezed state 

|cvq , o - q ,  £} becomes

{-ft(±q))sq =  2Re  ( a q +  o _ q ) . (3.72)

As shown in Eqs. (3.45) and (3.72), the expectation values of the lattice amplitude 

operator w(±q) in both phonon coherent and squeezed states have the same sinusoidal 

dependence on time. However, the fluctuations of « (± q )  behave differently in coherent and 

squeezed states. As we have shown in Section 3.3.4, Eq. (3.49), the fluctuation of t i(± q )  is 

a constant in a two-mode coherent state:

< (A u(± q))2)coh =  2 . (3.73)

On the other hand, if the phonon system is in a two-mode (± q )  squeezed sta te  |c iq ,a_q ,£) 

with squeezing factor £ =  ret0, the fluctuation of u ( ± q), which is linearly proportional to 

((AAr(q, —q ))2), becomes:

( (Au(±q))2>Sq = 8 < (A X (q , -q ) )2)sq (.3.74)

= 2 ^e~2r cos2 ^  +  e 2r sin2 ^  . (3.75)

Notice tha t  the time dependence of the fluctuation ( (A u (± q ) )2)sq comes solely from the 

squeezing factor £(/).

If one of the two (± q )  phonon modes is in a single-mode squeezed sta te  |« q ,£) with a 

squeezing factor of £ =  rel° and a  coherent amplitude o q =  | a q |e*^, while the other mode 

is in an arbitrary coherent s ta te  j/3_q), the lattice amplitude fluctuation will be

0 0
( ( A u ( ± q ) ) 2)coh+Sq = 1 +  e~2r cos2((/> +  - )  +  e2r sin2(̂ > +  - ) ,  (3.76)

which also depends on the phase <j> of the coherent amplitude o q of the squeezed state. 

Notice tha t  the only contribution of the arbitrary coherent s ta te  |/3_q) is to add a constant 

background term of 1 to the fluctuation of ?t(±q).
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We have just considered two cases where squeezed states are involved in two modes of 

± q ;  one where the system is in a two-mode (± q )  squeezed state  | a q , ev_q , £), and the other 

when the system is in a single-mode squeezed state  | a q ,£) in the first mode and an arbitrary 

coherent s ta te  |/5Lq ) in the second mode. In both of these cases, the uncertainties of the 

lattice amplitude operator ((A » ,(±q))2), given by Eqs. (3.75) and (3.76), can be smaller 

than  in coherent states (see, e.g., Figs. 3.1 and 3.2).

S q u e e z in g  P h o n o n s  w i th in  a  S in g le -m o d e

Above, we have considered the ideal quadrature  phonon squeezed states tha t  are generated 

by one- or two-mode squeezing operator 5 q(£) and 5'qiiq2(£). There are other types of pure 

phonon states with quadrature  fluctuations periodically smaller than the coherent s tate  

value. An example of this is provided by the following singlc-mode phonon Hamiltonian,

II2 = /iu;q b\bq + l iXb^b'^ ,  (3.77)

with an initial coherent state. Notice tha t  this Hamiltonian provides an interaction that  

will not change the phonon number in mode q. Of course, in thermal equilibrium the 

phonon number in any mode is not conserved. However, if we focus on a situation in which 

the phonon mode involved is a low-energy, long-lifetime acoustic mode, then in the short- 

t ime limit, this number-conserving interaction potential can be dominant. For this special 

situation described by / / 2, the fluctuations of the quadrature operators can be calculated 

analytically in the Heisenberg picture. From the equation ih dO /d t  =  [0 , //] ,  the time- 

dependent annihilation operator becomes

bq(t) =  e x p | - i [ w q +  2A ^(0)hq(0)]/.| />q( 0 ) . (3.78)

Assuming the initial s ta te  to be a coherent s tate  | a q), the variance of the quadrature  

operator A f(q ,/) =  (bq(t) +  bq( t ) ) / \ / 2 can then be calculated [70] and the result is,

((AAr(q, / ) )2)sq< =  ^ R e  j o 2 exp { - 2 i u q t -  2iXt +  |evq |2(e- 'h 'u  -  1))

-  « q exp ( ~ 2 i u q t +  2 |cvq |2(e~2lA/ -  1) )}

+ { l  -  exp (2 |a q |2[cos(2A/,) -  1])} +  ^  . (3.79)

Here the subindex sq/ denotes squeezing by a number-conserving mechanism. Right after 

the anharmonic term is turned on, i.e., in the small-/ limit, the above expression can be 

approximated by

< (A X (q ,/) )2)sq, =  i  -  2 |a q | W  , (3.80)
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which is smaller than its coherent s ta te  value ( (A X (q ,  t) )2)Coh =  1/2. Furthermore, since the 

expression (3.79) for ( (A X (q ,  t ) )2)sq> is periodic in time, we can have a periodic squeezing 

effect in such a system.

The Hamiltonian / / 2 in Eq. (3.77) can be generalized to the more anharmonic case

where k is an integer larger than  two. Systems described by Ilk conserve the number

low-energy, long-lifetime acoustic phonons. In this very-short-time limit the number of 

phonons is approximately constant. For example, T am ura’s calculations [74] indicate that 

some acoustic phonon lifetime are of the order of milliseconds.

In the Schrodinger picture, we can calculate the time-dependent variance of A (q), but

where o q (f) =  a qe tuJi l and (j)n =  Xlnk . Compared to coherent states, this s ta te  is still a 

phase-coherent superposition of number states, and the number distribution is still Pois-

to a different superposition of number states, and thus to a squeezed sta te  for quadrature 

operators.

Now tha t  the s tate  vector IV’(O) l°r the anharmonic Hamiltonian I lk  is known, the 

variance of the quadrature  operator ( i / j ( t ) \ (AX(q) )2[ip(t)) can be calculated. The variances 

of the phonon operators in | a r e

Hk  =  llUq b^bq +  hX (b\bq)k (3.81)

of phonons in a particular mode for any integer value of k. In general, the number of 

phonons is not conserved. Thus, we will only consider here the very-short-time limit of

only numerically when k > 2. If the initial s ta te  is a coherent state , then the state  vector 

at time t takes the form

| =  e lHtlh\a(i) =  exp | - * u ;q^ 6q -  /A f ( ^ 6q ) ^ |  | a q )

(3.82)

sonian. The only difference is the  phase factor e l^n in the sum. This factor will lead

( 0 m - 0 n ) ^ / n ( 7j  _  1 )  | n  _  2)

(3 .83)
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Therefore, the fluctuation of the single-mode quadrature operator A'(q ) =  (b(l +  l>q) / \ / 2 is 

( ^ ( t ) \ ( A X ( q ) ) 2\xp(t)) =  i  {(V’tO K ^q +  6q ) 2|V’( 0 )  -  (V-KOK&q +  bl i ) W > ) ) 2}

f CO  I j 2 ? i  )  |

=  file < cr2 e- 2tt‘'q<e~lQql2 E  — g - d iW - ih . )  I _p | tvQ |2 +  -I 71 =  0  H- J 2

-2 { Re
, OO | , v 12/7.12 v— v CIV

2

(3.86)^  p —  i i O q t ^ —  | t ¥ q |  \  I '  < l l  ,̂ —  j ( c / ) r i 4 - l  — < f h i )

l q n ” •v. L n=0

If at some specific times (•0(O|(AA'(q))2|i/>(/.)) =  ((A A '(q))2)sq/ reaches its minimum value 

( (A A (q ) )2)sc,i =  e_ r /2 ,  which is less than 1/2, then r is the maximum squeezing factor 

of ((AyY(q))2)sqi. It measures how the variance decreases from the coherent s ta te  value 

((A A  (q ))2)coh =  1/2.

Figure 3.3 presents some numerical results for the maximum squeezing exponent r, 

max{)'}. The general trend is th a t  the squeezing effect is maximized by increasing the 

average phonon number (n) in the initial state. Furthermore, for larger values of the initial 

(n), the squeezing effect is larger for greater values of k,  the degree of the nonlinearity in 

the potential. Thus, the squeezing effect is maximized by increasing both the nonlinearity 

in the potential and the initial average phonon number.

3.4 Generation o f Phonon Squeezed States

In this section we discuss several possible ways to generate squeezed states of phonons. We 

first focus on the three-phonon parametric down-conversion and make a full description of 

the whole process, starting from the optical excitation of the optical phonon modes. Then 

we turn  to another possible way of producing phonon squeezed states based on second-order
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Figure 3.3: The maximum value of the squeezing exponent r, m a x jr} ,  versus the initial
average phonon number (n). This figure shows the squeezing effect in a phonon system 
with a potential V} oc x 2k. A larger k corresponds to  a higher degree of nonlinearity in the 
potential energy. Notice th a t  increasing the average phonon number (n) in the initial s tate  
leads to an increase in the maximum of r, but this rise in m ax jr}  saturates at large (n). 
Also notice th a t ,  for a fixed and large (n }, m ax jr}  increases with the degree of nonlinearity 
k.
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Ram an scattering. We also re-analyze the simple short-time squeezing mechanism described 

in Section 3.3.5, applicable only for very short times, as another alternative way to generate 

phonon squeezed states. Finally, the effect of the continuum background is discussed.

3 .4 .1  T h r e e - P h o n o n  P a r a m e t r i c  A m p l i f i c a t io n  P r o c e s s  

P aram etr ic  A m plif ica t ion  P r o c esse s

A possible mechanism to generate phonon squeezed states is based on a three-phonon para

metric down-conversion process (e.g., the decaying process LO phonon —> two LA phonons, 

where LO refers to Longitudinal Optical, and LA refers to Longitudinal Acoustic). In a. 

(nonlinear) parametric amplifier [60, 61], an input “signal” wave of frequency u)s is mixed 

together with an intense “pum p” wave of frequency top. As a result of the parametric, pro

cess, the input “signal” wave is amplified (called the output “signal” wave), accompanied 

by an “idler” outpu t wave of frequency uq = u p — u>s (see Fig. .3.4). Energy is transferee! 

from the incident pump wave to both the output signal and idler waves.

Parametric processes exist in a variety of contexts and may manifest itself in different 

manners. They are typically called down-conversion processes when there is no amplification 

involved, and the input signal of frequency u> converts into two signals of frequency uq 

and u 2 which satisfy uq +  u>2 =  lj. For example, if the pump and the idler are photon 

modes while the signal is made of phonons or excitons, the parametric process is called 

Raman scattering [60, 61]. In a Ram an process the phonon mode is generally a Brillouin- 

Zone-center Longitudinal Optical (LO) mode. It does not necessarily have to have a finite 

population initially, as long as the phonon mode is Raman active. In other words, this 

parametric process can use the zero point fluctuation of the phonon mode as the input 

signal. Another example of a parametric process occurs when all the three waves are 

photon modes. This is referred to as a, non-degenerate parametric process in the optics 

literature [60, 61]. Furthermore, if both the input signal and idler photons are in the same 

mode, so th a t  uq =  u s, then it is called a degenerate parametric process; its inverse induces 

second-harmonic generation [60, 61] since ujp =  uq +  u>s =  ‘2uis .

P h o n o n  P aram etr ic  D ow n -con vers ion

Here we would like to consider a phonon parametric down-conversion process where all 

the three modes are phonon modes. Such a process is based on three-phonon interactions. 

For all parametric processes, the pump wave must be very strong. This is because the 

generic parametric process is nonlinear and is weak in most cases—including phonon sys-
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Figure 3.4: A schematic diagram of a nonlinear parametric amplification process, where
the input signal is amplified because energy is transfered from the strong incident pump 
wave to both the output signal and the idler wave. The frequencies of the three waves are 
related by ujp =  u s + w 8-. In our case, we have a strong pump of coherent optical phonons 
and a signal and an idler of acoustic phonons.

terns. Therefore, to realize a phonon parametric process, it is necessary to have a. strong 

input of phonons in the pump mode.

Typically, three-phonon interactions are the dominant anharmonic processes in a phonon 

system and the lowest order perturbation to the harmonic Hamiltonian. We will neglect all 

the higher order interactions because they are generally much weaker than the third-order 

ones. Using the rotating wave approximation [6], which keeps the terms tha t  can satisfy 

energy conservation, only terms like bs bibj} an d b \ b \ b p are left at the third-order. They lead 

to three-body interactions such as creating a pump mode phonon while annihilating two 

phonons in signal and idler modes respectively. If there is a degeneracy in the signal and 

idler modes, the aforementioned terms change to b 2s b̂v and b \ 2bp . Below we will use the 

sub-indices s, i, and p to  represent the “signal” , “idler” , and “pum p” modes, respectively.

The simplest Hamiltonian with only three modes is

# 3 —phonon =  h u s b l b s +  t iU ib ]b i  +  h w p b]}bp +  \ * b s b;bp +  X b lb \b p , (3 .8 7 )

with the energy conservation relation ujs + u>i =  u p. Similar to other parametric processes, 

we assume th a t  the pump mode is classically driven into a coherent s ta te  |a pc~tLJ’’1) of large 

amplitude and thus consider a mean field average over it. In other words, the creation 

and annihilation operators of the pump mode in the Hamiltonian are treated as c-numbers, 

a pe~l0J!’t and a*etwPl , instead of non-commuting operators. We can then consider the fol

lowing simplified mean-fiekl Hamiltonian

■^3—phonon =  f ^ s b %  +  t l L O ^  +  A * b s bt +  A o  . ( 3 .8 8 )
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The h u p\ap\2 term is dropped from H^Jp]:ionon- In fact, a c-number term, even if time- 

dependent, does not affect quantum  fluctuations. This can be seen by considering the 

following example Hamiltonian

H m = IU{t) + F( t) ,  (3.89)

where F( t)  is a time-dependent scalar function. The corresponding s ta te  vector is

\ m u  = e - T J v ^ H r  |,/,(0))ex

=  / /r(TMre~x /  fr IdT'|'0(O))ex • (3.90)

The time evolution operator e~x J H^ ( T)dT/ k was split into two factors, because the expo

nential e~x J F(r )dT/ h is an overall scalar phase factor which does not affect the expectation 

value of any operator. Since our purpose here is to calculate the quantum  fluctuations and 

time averages of the lattice amplitude operator ?t(±q), we can always drop any c-number 

term , time-dependent or not, from the Hamiltonian.

As discussed in Appendix B.3, the Hamiltonian H^Lp\lonon in Eq. (3.88) can generate 

two-mode quadrature  squeezed states from a coherent s ta te  in both the signal and idler 

modes. The squeezing factor is

m  = (3 .9 1 )

where a p is the absolute value of the coherent amplitude of the pump mode. Notice that  

here the idler mode is not really “idle” because it plays an active role in the squeezing 

process, and is one of the modes of the two-mode squeezed state.

M o re  C o m p le te  D escr ip t ion  o f  t h e  T h re e -P h o n o n  In teract ion  P r o c ess

Using the Hamiltonian I I3_phonoiu it is possible to generate a two-mode quadrature  squeezed 

acoustic phonon s ta te  in the ou tpu t signal and idler modes by pumping the pump mode 

into a  coherent s ta te  of large amplitude. This pumping process can be realized by using two 

lasers to illuminate a crystal. W ith appropriate laser frequencies and directions, coherent 

optical phonons of the pump mode can be generated through, for example, stimulated 

Raman scattering (provided th a t  the pump mode is Raman active), as we described in 

Section 3.3.4, and as discussed, e.g., in Ref. [35].

Thus the Hamiltonian for the whole process initiated by the Raman scattering is (see
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Fig. 3.5)
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( 3 .9 2 )

Here a and b refer to photon and phonon operators, respectively. The higher- (lower-)

energy incident photon mode is labeled as kj (k 2), and the lower-energy photon mode is 

generally called Stokes mode in the context of Raman scattering. The sums over q' and 

q" in //anharmonic represent decay channels other than the special one with acoustic signal 

and idler modes. In general, the lower energy phonons are Longitudinal Acoustic (LA) ones 

because the pump mode phonons are longitudinal optical phonons.

We now consider two mean field averages in order to simplify an otherwise analytically 

intractable problem. The first mean field is over the photons. The photons in the incident 

modes ki and k 2 (often denoted by “laser” and “Stokes” light) originate from two lasers. 

For a reason tha t  will be apparent in the next few paragraphs, we assume tha t  the photons 

in both modes are in u ltrashort pulses with respective amplitudes and Ok, • After 

averaging over the photon modes kj and k 2, the Hamiltonian becomes

Here the pump mode phonon frequency oj,lp is the frequency difference of the two photon 

modes wq =  Wk, — u>k2. Such an equality can always be achieved with a photon pulse, 

which is wide-band. In addition, since photon wave vectors are very small compared to 

phonons’, we assume th a t  the pump mode LO phonons have a wave-vector qp = 0.

The second mean field average is over the pump mode longitudinal optical phonons. As 

we discussed in the last part  of Section .3.3.4, LO phonons produced by coherent or stimu

lated Raman scattering with an ultrashort pulse are in constant  amplitude coherent states. 

This pump mode phonon coherent s ta te  |/3oe_ilx,qp<) satisfies (/3oe~,u'qpf|/qp|A)e~iu'qp() = 

l3oe~lLJc,pt . Here we use H'0 +  //j'i .unail to determine fto, and then substitute /30 back into 

^parametric *° obtain //paramctric- Since these LO phonons are in coherent states, the re

sults from the average over the pump mode phonons are c-numbers with a well-behaved 

time-dependence. Moreover, if the three-phonon process is a normal process (in which the

/ / 'p a r a m e tr ic R a m a n tarm on ic

I T '
R a m a n

H  a n h a rm

K
ITf

T nom e



COp =  COk| -  (Ok

q p = k , - k 2 =  (

Figure 3.5: A schematic diagram of a  three-phonon parametric downconversion process.
Here (a) refers to a  stimulated Raman scattering and (b) to a three-phonon anharmonic 
scattering process. The subscript k i  (k j)  refers to the higher- (lower-) energy incident co
herent photons. The arrows indicate the directions of the photon and phonon momentum 
vectors. A typical process is as follows: a photon in mode kj interacts with the phonon 
system and emits one optical phonon in the pump mode of frequency u p, while the photon 
itself is scattered into mode k 2; the generated pump mode optical phonon proceeds in the 
crystal, interacts with the lower-energy phonon modes through the three-phonon interac
tion, and eventually splits into two acoustic phonons in modes s and s1. Notice th a t  the 
pump mode optical phonons have an almost-zero wave vector, so th a t  the two lower-energy 
acoustic phonon modes have nearly opposite wave vectors ± q s. The latter  can be in a two
mode phonon squeezed s ta te  for appropriate initial states. Notice tha t  this figure is not to 
scale. The appropriate  scale in the  figure would make all four lines of photons and phonons 
(excluding the horizontal wavy line corresponding to the pump mode optical phonon) verti
cal and almost parallel with each other. For the sake of clarity, we have increased the angle 
between the vertical lines.
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quasi-momentum is conserved q p =  q t +  q s), we then have a special constraint on the result

ing phonon wave vectors q; =  —q s because q p =  0. After these operations, the Hamiltonian 

can be simplified to

11" =  11" 4 - 11" 4 - 11'p a r a m e tr ic  0  ' R a m a n  ' a n h a r m o n ic

H q =  l iu kj | o kl |2 +  h u k2 | ok212 +  hio(lp\Po(t)\2 +  E q hoJn b\xbn
< H L m a n  =  7/ l« k ,  « k 2 +  p * |a kl a k2|e ,û %  (3 .9 4 )

^ a n h a r m o n ic  =  +  K u n , K ^ % u K

+  E q 'q " ( 'V q " ^ o ( 0 ^ q '^ q "  ^q 'q" A* ( J  ) W '  ) •

Now we drop all the c-number terms, based on the argument presented in Eqs. (3.89) (3.90), 

because they will not affect the calculations of the fluctuations and expectation values of the 

lattice amplitude operator. In addition, we also drop all the phonon modes involved in the 

decay channels other than the special one consisting of the signal modes, considering them 

only weakly coupled to the pump mode; i.e., we assume Aq/q» <C Aq,,h . The Hamiltonian 

now becomes

^ p a r a m e t r ic  =  ^ < 1 -  ^ q  , ^<la +  ^ - q 3 ^ - q s

+ Aqs,_q< b l b t u. + f t e ^ p 1 &qa6_q„  (3.95)

where /3oe~tu>clPl is the coherent amplitude of the pump mode LO phonons. Here we have 

implicitly assumed tha t  the Ram an scattering process is much stronger than  Hie anharmonic 

scattering. According to the discussions in Section 3.3.5, the two-mode LA phonon system 

will evolve into a two-mode squeezed state  | a q , , a _ q , , £(/)) from an initial coherent or 

vacuum state, with a squeezing factor given by

£ (0  =  ^ A q„ _ q, A ,*. (3.96)

The state  | a qs, o _ q„,£(<)) is exactly the one we used to calculate the expectation values 

and quantum  fluctuations of the lattice amplitude operator u (± q )  in Section 3.3.5. It is a 

two-mode phonon squeezed sta te  with a squeezing factor £(f). Notice tha t  to obtain this 

squeezed state , the pump mode has to be in a constant amplitude coherent state , which is in 

tu rn  a  result of the ultrashort pulse coherent photon pump. If the input photon modes are 

in coherent states, then the pump mode optical phonons will be in a coherent s tate  with an 

amplitude growing linearly with time. With such a pump mode phonon sta te , we will not 

be able to obtain a time-evolution operator in the form of squeezing operator. Therefore, 

a crucial condition for the realization of a phonon squeezed s ta te  through our parametric 

process is tha t  the photons come in as a pulse. The linear divergence in the squeezing



operator will not materialize in a  real system, because various dissipation mechanisms are 

present in an experiment, so th a t  the fluctuations generated by these processes will rapidly 

overshadow the intrinsic quantum noise in the phonon modes. Nevertheless, the squeezing 

effect should be dominant during the short initial moment.

In summary, we have just considered generating two-mode LA phonon squeezed states 

|o'qs, « - q s, £ (0 )  Kv using the three-phonon anharmonic interaction. The higher-energy LO 

phonon mode, which is called the “pum p” mode, is driven into a coherent state through 

a stimulated Raman scattering by a strong photon pulse. This mode in turn is used as 

a pump in the parametric amplification process involving itself and the two lower-energy 

LA phonon modes ( ± q s), the signal and the idler. Both of these modes can here be called 

“signal” because the “idler” mode is not really “idle” ; indeed, it is actively involved in the 

squeezing process. We have shown tha t  the LA phonons in the two signal modes (±q.,) are 

in a two-mode squeezed state  before relaxation if (i) the LO pump mode is in a coherent 

s ta te  and (ii) we can neglect the other decay channels.

3 .4 .2  T w o-P h on on  R a m a n  S c a t t e r in g  P r o c e s s

So far, we have only used first-order Raman scattering to generate coherent phonons. If we 

consider a second-order stimulated Raman process (see Fig. 3.6), the Hamiltonian can be 

written as

4 1 i a n  =  1 1 0  +  H i n t
< Ho =  /iWkA^k/'ki +  ftWk24 2Wk2 +  E q s (3 -97)

Hint, =  /Cq., f/q fl'ki ftk2 ’

where gq3 is the second-order Raman interaction constant. A mean field theory over the 

two incident coherent photon modes k L (higher-energy) and k 2 (lower-energy) produces the 

following Hamiltonian for the two excited acoustic phonon modes ( ± q 5)

^Raman-MF =  ^ q ^ q A l . .  +  ^ -q s^ -q 3 ) +  Cq..^) ^qs^-q.. +  cq3( 0  V «^-qs ’ (3.98)

where cq,(Z) =  (z/q.,«ki ) a,1(l has a time-dependent factor of and the

c-number terms obtained from the mean field average over hu)^l «£, and h u t ^ a ^ a ^  

have been dropped because they do not contribute to the amplitude averages and fluc

tuations, as we saw above in this section. Thus, from the previous discussion in Sec- 
(2)tion 3.3.5, _Mp can generate two-mode squeezed states in these acoustic phonon

modes. If for any reason the first-order Raman scattering is either very weak or prohibited, 

the second-order stimulated Raman scattering process can be used to generate two-mode
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Figure 3.6: A stimulated second-order Raman scattering process. The subscript k| (k2)
represents the higher- (lower-) energy incident coherent photons. The arrows show the di
rections of the corresponding photon and phonon momenta. The incoming coherent photon 
beams are about parallel to each other. The actual physical process is as follows: an incident 
photon in mode ki interacts with a solid, producing two acoustic phonons, and leaves in 
mode k2. For appropriate choice of initial photon and phonon states, the acoustic phonons 
can be in a two-mode squeezed state . Notice th a t  there are also additional incoming pho
tons in mode k2, therefore this mode becomes stronger after the interaction, at the expense 
of mode k t . Also notice tha t  the vector sum of the two phonon m omenta is the difference of 
the input and output photon momentum vectors. Since photon wave vectors are generally 
much smaller than the phonon ones |k;| <C |qs |, the two acoustic phonon modes have nearly 
opposite wave vectors ± q s. Similar to Fig. 3.5, this figure is not to scale. The appropriate 
scale in the figure would make all four lines of photons and phonons vertical and almost 
parallel with each other. For the sake of clarity, we have increased the angle between them.

phonon quadrature  squeezed sta.tes |« q, , 0 - q>, £(<))• hi this process, the incident photons 

should be in coherent states. They do not need to be in a pulse. In other words, we can 

generate phonon squeezed states with continuous incident photons through a second-order 

Ram an process.

3 .4 .3  S h o r t - t i m e  S q u e e z i n g  M e c h a n is m  in  a S in g le  P h o n o n  M o d e

As discussed in the last part  of Section 3.3.5, another way to generate short-lived squeezed 

phonons is through a special kind of anharmonic process tha t  conserves the number of 

phonons in a certain low energy, long lifetime acoustic mode, as in the following Hamiltonian

I I  k = l iut fb  + t i \ ( t fb ) k. (.3.99)

The interaction in I I k comes from the potential 14 =  gk^2k, where k = 2 ,3 , . . . .  Here we 

consider the short-time limit, and assume tha t  there are phase-space restrictions tha t  elimi-
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nate all other processes coming from Ffc, so th a t  the phonon-number-conserving potential of 

Hk  is the dominant interaction. According to the discussions in Section 3.3.5, such a. Hamil

tonian produces periodic squeezing in this single mode, provided tha t  the initial phonon 

sta te  is a coherent state. To realize such a process, the crystal must have a potential of 

the form Vk, with the lower-order terms in the potential either vanishing or very weak. 

Ferroelectric crystals are potential candidates because their atomic interaction energies can 

be modeled by a harmonic term  plus an anharmonic term of the form V2 =  (j2x ‘i (see, 

e.g., Ref. [55]). If the coherent initial s ta te  is generated through an optical method such 

as stimulated Brillouin scattering, very low temperatures are needed so th a t  the thermal 

occupation of the phonon mode is negligible compared to the optically excited population.

Of course, in general the number of phonons is not conserved. Thus, this mechanism 

for low-energy, long-lifetime acoustic modes might play a role only for very short times 

(compared to the lifetime of the particular mode in consideration) when the number of 

phonons is approximately constant.

3 .4 .4  T h e  C o n t i n u u m  B a c k g r o u n d  a n d  t h e  F i n i t e  L i f e t im e  o f  P h o n o n s  

C alcu lation  o f  th e  P h o n o n  D e c a y  C on stan t

A real three-phonon process must satisfy both energy and quasi-momentum conservation 

laws. In three dimensions, these constraints produce four equations: one for energy conser

vation, and three for quasi-momentum conservation. If the energy and quasi-momentum of 

the initial phonon and the dispersion relations for the outgoing phonons are known, there 

will be six unknown variables: all six components of the quasi-wave-vectors of the two 

phonons produced. Thus, there are two unconstrained degrees of freedom [72]. In general, 

they form a surface in momentum space. In special situations, this surface can degenerate 

into a line, a point, or even totally disappear. In our calculation on three-phonon inter

actions presented above, we focused on a special term and did not consider the effect of 

other terms on the solution surface; this is somewhat oversimplified. Unless we have a very 

degenerate situation, where only one channel exists for three-phonon decay, all the modes 

are qualitatively equivalent and thus none of them should be disregarded. Even in this 

extremely degenerate case, it is still difficult to single out only one decaying mode, because 

the higher order terms might be non-negligible. To partly remedy this shortcoming, let us 

now consider the general situation. The complete Hamiltonian is

— c o n tin u u m  — 1iup b^bp + ^ 2  h u s b\bs
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+  X  | ^ s' bsbs'f>l H.qs +  q s' +  G  -  q p) +  h. c. } ,  (3.100)
s,sf,G

where the ^-functions enforce the conservation of quasi-momentum, G  are reciprocal lattice 

vectors, and the sum runs over all the final stales of the possible three-phonon processes 

originating from the pump mode optical phonons. Here “pump mode” refers to the same 

mode we studied in Section 3.4.1 on the three-phonon parametric downconversion process. 

In the situation considered now, there is no real pumping actually happening.

In this section we focus on the decay of phonon modes regardless of their actual state. 

More precisely, we will calculate the decay constant of the input pump mode (labeled by 

the subscript “p” in Eq. (3.100)) due to the three-phonon interaction of strength A.ss/ with 

lower-energy phonon modes (labeled by the subscripts “,s” and “s '” in Eq. (3.100)). Here 

we choose our system to consist only of the pump mode phonons, and consider all the lower-

energy phonon modes together as a, reservoir. A system phonon is created by absorbing a

pair of phonons from the reservoir, and is annihilated by emitting a  pair of phonons into 

the reservoir. For simplicity let us consider only the normal process, in which G  = 0. The 

Hamiltonian can now be written as

U r  = H p  + I Ir  + V /
l i p  =  h u p  l A b p

H r  =  E r ^ r b t b r  ( 3 ' 1 0 1 )

V l  =  Y L r , r >  { - V r '  +  h .  C.  j  .

Here P  refers to the system consisting of the pump mode phonons, while p  refers to  the pump 

mode; R  denotes the reservoir consisting of the lower-energy phonons, while r denotes the 

reservoir phonon modes; and V\ is the interaction between the system P  and the reservoir 

R.

To study the decay of the system phonons in P  into reservoir phonons in R , we first 

use the interaction picture to eliminate the fast ro tating part of the density matrix. The 

Schrodinger equation for the density operator P p r  of both the system and the reservoir is

=  _  1  [Vl{i _  Zo), PpR] , (3.102)

where

V j( t)  =  e~i('Hp+IlR'>TIriV i € iAIp+HlAT/ h (3.103)

is the interaction between the system and the reservoir in the interaction picture.

Assuming tha t  the interaction Vj  between the system U p  and the reservoir H r  can be

considered as a perturbation, and after taking a coarse-graining approximation (for further
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details, see Appendix C), the Schrodinger equation for the reduced density operator for the 

system in the interaction picture becomes

Pit)  =  - 7 -  f  d r ' t r r i V d r ^ P p n i t ) }n r  j 0

- - J -  r  dr'  r  d,T" trr {V1(T,)Vl (T")PpR{ t ) -  V /(r ,)P PH(0 f // (r" )}  
h t  Jo Jo

+h.c. (3.104)

Here the iteration has been cut off after second-order terms; p is the interaction-picture

reduced density operator p(t) = t r T{ PpR(t)};  the trace tvr is over all the reservoir variables;

and t  = t, — to- Using techniques similar to the ones employed in Appendix A.2 to derive 

Eq. (A.24), the interaction can be explicitly written as

F / ( r )  =  hblF(T)  + hbpFHT)  (3.105)

F ( t ) =  - i J ^ K r ' b r b p e ^ ’- ^ - ^ ' P  (3.106)
7V’*

If we assume tha t  the reservoir is always in thermal equilibrium and has a wide band

width (as described in many quantum optics textbooks, e.g., [6]), the above Schrodinger 

equation, Eq. (3.104), can be simplified into a master equation for the system (for a deriva

tion, see Appendix C),

Pit) = - ( r  +  7) (bppp  -  bppbl) -  T {pb\bp -  b \p b ^  +  h.c. (3.107)
7T f ^ P

r  = To /  D{u)\X(u),u>p -  u ) \ 2 nwnw w
(I Jo,ui^Jujpf2

-j~2 D(ujp/2) \X(u>p/'2,ujp/2)\ (iiwp/2 ~ nu)p/2) (3.108)

7T f w P .)
1 =  72 /  d u D ( u ) 8 u \ X ( u , u ) p - u } ) \  (n^  + w + 1)

• I J0}ui^ujpf2

+ ^D (u> p/2 )  Su;\\{up/2,u>p/2 ) \2 (2nWp/2 + 1). (3.109)

Here D ( lo) is the density of states for reservoir phonons in the frequency range (cu,cu-t- r/w), 

and 6uj is the line-width of the wp/2-mode in the reservoir. X(u>,u>v — u )  is the three-phonon 

interaction strength between the system mode at frequency u p and the two lower-energy 

modes in the reservoir at frequencies lo and u v — u>, respectively. X(uj, ojp — u>) can be 

obtained directly from Xrr>. Any possible degeneracy at the relevant frequencies has been 

taken into account in the density of states D (u) .  The number nw is the thermal equilibrium 

number of phonons at frequency u> in the reservoir. It satisfies the Planck distribution

nu> =  l / ( exp(f iLj /kBT)  — 1), where T  is the reservoir temperature. The constant P can be
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considered as the rate  for the phonons in the reservoir to  recombine into system phonons; 

while F +  7  is the rate  for system phonons to split into reservoir phonons. The difference 7 

is the net rate  for the system phonons to decay into thermal phonons in the reservoir.

With this master equation, we can calculate the decay of the average population (b^bp) 

and the coherent amplitude ((bj, +  bp)} of a single-mode coherent s tate  of the system. The 

time-evolution of the average population is given by

d{b\bp)
V __ _

(It
-27<6{6p) +  2 r ,  (3.110)

while the average of the lattice amplitude satisfies the relation

= "7<(&J + M> • (3-1 I D

Notice tha t  the population (bj,bp) decays twice as fast (27  versus 7 ) as the lattice amplitude 

((6l +  6p)). This occurs because bj}bp is quadratic  and has the same dimensions as the square 

of the linear operator +  bp, and the decay mechanism for both is the same anharmonic 

interaction.

Let us denote by the decay constant for the average population (b^bp), and 72 as 

the decay constant for the average lattice amplitude ((ftt +  bp)). Our calculation here 

indicates tha t  71 =  2j 2 =  2 7 . However, this is not true in general, because 72 can also 

contain contributions from dephasing processes such as elastic collisions between phonons 

and impurities, which destroy the coherence but will not affect the population very much. 

Therefore, the two decay constants can differ much less than  a factor of two. However, in 

many materials phonons decay mainly through anharmonic processes. Elastic events that 

can change the phase of coherent phonon waves while leaving the population unchanged are 

much weaker than  the inelastic ones (see, e.g., [35]).

In Ref. [73] it is pointed out th a t  both the three-phonon interaction and the four-phonon 

interaction contribute to the phonon self-energy in the same order. However, the four- 

phonon interaction does not contribute to  the phonon lifetime. It only gives the relevant 

phonon mode an energy shift. Therefore, our calculation of the phonon lifetime presented 

here, with only a three-phonon interaction, is a reasonable lowest-order estimate.

In the above calculation we assumed th a t  the density matrix can be factorized into 

a  product of two density matrices: the system ’s and the reservoir’s. This is exact for a 

short period of time right at the beginning, but is only approximate afterwards because of 

the interaction between the system and the reservoir. Indeed, this approximation is good
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when the interaction is weak. In addition, because of the relatively long lifetime of the 

lower-energy acoustic phonons, the reservoir is not always in thermal equilibrium. This will 

also introduce corrections to our results. Nevertheless, as it is the case in the quantum 

optics literature where similar approximations arise, we can consider our calculation to be a 

first-order approximation th a t  gives a qualitatively correct estimate to the decay of phonons.

P h y s ic a l  C o n seq u en ces  o f  th e  P h o n o n  D ecay

Through the simple calculation presented above, we are able to show that ,  by coupling 

the pump mode phonons (the system) to a continuum of states (the reservoir), these high 

energy phonons lose their coherence as they proceed through the crystal. This loss of 

phonon coherence will introduce an additional noise, which we need to overcome to generate' 

squeezed phonon states in the lower energy phonon modes. This noise can be easily modeled 

by using a Langevin, equation for the pump mode phonons. Indeed, the approaches based on 

the Langevin and m aster equations are equivalent to each other [6]. Both of them describe 

a  system interacting with a reservoir. A Langevin equation describes the time evolution 

of a particular dynamical variable, such as the annihilation operator bp\ while the master 

equation models the evolution of the density matrix of the system. The effect of the reservoir 

is to  give rise to a decay constant and  a noise term in the Langevin equation, while it only 

leads to a decay factor in the master equation. This additional noise term in the Langevin 

equation helps to preserve the commuting property of the dynamical variable. Otherwise, if 

there is only a decay term without a noise term, the comm utator [bp,b]}] will vanish instead 

of being equal to 1.

Physically, the effect of the finite phonon lifetime is to introduce fluctuations into the 

number of phonons in the pump mode. The coherence in this mode will then be either 

entirely or partially lost and the average amplitude of the pump mode flo(t) (see Eq. (3.95)) 

will not be a  quantity with a periodic time-depenclence. This irregularity will in turn affect 

£(Z), the squeezing factor. If (3q(I) is a  periodic function of time, £(/) will also be periodic. 

If (30( t ) changes with time aperiodically, the integration will fluctuate around zero and £(/,) 

will lose its periodicity. This will make the squeezed states undetectable, since the squeezing 

measurements are generally phase-sensitive (e.g., performed every period) and require the 

squeezing to be periodic [58].

It is known tha t  the lifetimes of optical phonons are very short, generally of the order 

of one nanosecond to one picosecond [33]. The lifetimes of the lower-level modes, which are



most probably acoustic modes, should also be taken into consideration. However, they are 

much longer than the optical ones (up to milliseconds) [74, 75, 76], so tha t  we can neglect 

them in the present discussion. In addition, phonons in a crystal are not only coupled with 

each other through anharmonic interactions, but are also coupled with electrons, impurities, 

etc. Here we will not go in detail about these processes. Instead, we just point out th a t  mass- 

defect scattering—e.g., due to isotopic impurities— provides an im portant phonon-decay 

mechanism in many materials. However, this effect can be eliminated by using materials 

with a very low concentration of isotopic defects, such as diamond.

3.5 Polaritons and the Squeezing o f the Lattice Am plitude

Squeezed states can be generated not only through phonon-phonon interactions, as we have 

discussed in previous sections, but also through phonon-photon interactions such as the one 

present in polaritons. When an ionic crystal is illuminated by light, there can be a strong 

coupling between photons and the local polarization of the crystal in the form of transverse 

optical (TO) phonons. Photons and phonons are thus not separable anymore. Instead, we 

have to consider the pair as a single entity, known as a polariton [78]. Here phonon and 

photon have the same wave vector, so we use k to denote both of them. In this section 

we study the squeezing of quantum  noise in the atomic displacements of polaritons. The 

essential idea can be summarized as follows. The incident photons induce transverse optical 

phonons in the solid through the dipole interaction and introduce a correlation between the 

± k  TO phonon modes. This correlation can produce suppression of quantum noise in the 

atomic displacements of the lattice.

3 .5 .1  D i a g o n a l iz a t io n  o f  t h e  P o la r i t o n  H a m i l t o n i a n

Let us consider the simplest Hamiltonian describing polaritons; following the approach of 

Madelung [78],

polariton
k

(3.112)

where

fcjk = tick (3.113)

(3.114)E 2u =  Tiuos/1 +  y
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=  ‘ f e f -  <3 ' - >

Here k is the wave vector for both photons and phonons, uiq is the bare phonon frequency, 

and x  *s the dimensionless dielectric susceptibility of the crystal, defined by

\ ‘Wq£C)E =  P  +  w o P  ’

where E  is the electric field of the incoming light and P  is the polarization due to trans

verse optical phonons in the crystal. In the Hamiltonian //p o la r ito n , the two free oscillator 

sums correspond to free photons and free phonons, while the mixing terms come from the 

interaction E  • P  between photons and phonons. Notice tha t  the phonon energy E-iv. has

been corrected, as u>o is substituted by u>o\A +  X-> so tha t  we have “dressed” phonons.

To diagonalize the polariton Hamiltonian, we introduce a set of polariton operators «k 

through a canonical transformation,

O ik  =  W i  ak +  X i  6 k  +  ]Ji csik +  z i l ) - k  > * = 1 ,2 .  (3.116)

It is required th a t  in the representation of «k,

^ p o l a r i t o n  = '£2 ( a rk a lk +  “ )  +  -^k^ ( ° 2k °'2k +  2 )  • (3.117)

The sub-indices i = 1 ,2  specify the two polariton branches, with different dispersion rela

tions E ^  and E ^ K  The transformation matrix  elements ?/(, Z{ are determined by

requiring th a t  the  a , k ’s satisfy boson commutation relations,

[cijk , ®|k'] =  ^*j^kk' , [®ik , Q’jk'] ~  0 , (3.118)

so tha t

K k  , / /]  =  E ^ ] (Xik , (3.119)

which is true if the two different polariton branches are independent of each other. We have 

shown in Appendix D .l  how to derive all the transformation matrix  elements (to,-, X{, iji, Z{) 

and the polariton energies E ^  and E ^ .

3 .5 .2  T i m e - E v o l u t i o n  o f  t h e  P h o n o n  a n d  P h o t o n  O p e r a t o r s

The time-evolution of the TO phonon and photon operators can be computed after the 

transformation between polaritons a;k and photon-phonons (ak and 6k) is known. The cal

culations are done in the Heisenberg picture, where the operators evolve with time. To cal

culate the time-evolution of the phonon operators, we first go to the polariton representation
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to find the time-dependence of the polaritons, then transform back to the photon-phonon 

representation.

In the polariton representation, the Hamiltonian 7/p0|arit0n describes two independent 

harmonic oscillators. From the Heisenberg equation

we can obtain

(3.120)

« i k ( 0  =  « i k ( 0 )  e 

« * 2 k ( 0  =  « 2 k ( 0 )  e ~ l E i  ) t / h  .

(3.121)

(3.122)

The canonical transformation from the photon and phonon operators «,k , bk to the 

polariton operators « k can be written in a matrix form:

a  =  A  • a  , (3.123)

and the inverse transformation is

a  =  A  1 • a  ,

where

a

(  Qik \
O  2 k  
t
1 , - k

V « L k /

O A  =

I W i 2/i *1 \ / «k \
W 2 X 2 2/2 Z'2 bk
y* - v * **

a  =

\
*

y-z
*w 2 x*2 / \ Aik

The a  vector a t  time t, is

a(t)  =

/  o lk(/) \  
O 2 k ( 0

« l , - k ( 0  

V « 2 , - k ( 0  i

Thus a(Z) is

I  e ~ !
slr)t/h 0 0 0

0 e~ E ^ t / h 0 0

0 0 0

V 0 0 0 eiE(- b n

u a ( 0 c*(0 ).

a ( 2) == A -1 a(t) = A -1 U o (< )A a (0 ) .

(3.1 "2d)

(3.125)

(  o jk ( 0 ) \  
« 2 k ( 0 )

« L k ( o >  1

(3.126)

(3.127)

In other words, we can now express a k(2), &k(0> e tc-> as linear functions of «k(0), hk(0), 

etc.
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3 .5 .3  C o m p u t a t i o n  o f  t h e  V a r ia n c e s  in  t h e  P o la r i t o n  S y s t e m

Our goal is to compute the fluctuations of the lattice amplitude operator u (± k ,  t) = bk (t,) + 

4 k(*) +  b - k (t) +  bk (t), which is an observable. According to Eq. (3.49) in Section .3.3.4, 

the variances of this operator in a two-mode (± k )  coherent s ta te  |o q , c t-q ) is

( (A a ( ± q ) ) 2)coii =  2 . (3.128)

Therefore, if at any given time we obtain a value less than 2, the quantum noise of the 

lattice amplitude of the relevant mode is squeezed below the minimum uncertainty value 

given by the vacuum state.

From Eq. (3.127) we get

b*(t) + b l k (t) = A1(/)«k(0) +  A2(/;)hk(0) +  / l3(<)at_k(0) +  A4(0 & lk(0 ) ,  (3.129) 

b^k(t) + bl( t )  = A J ( i ) 4 ( ° )  +  A2(Obt(0) +  A £ ( t)a -k(0) +  A*(/.)b_k( 0 ) , (3.130)

where A{(t) (they are not the elements of the transformation matrix A )  fire time-dependent 

complex functions determined by the transformation matrices A , A - 1 , and U„(/,). Photons 

and TO phonons are initially independent, so tha t  terms like (akbk ) ~  {ak)(bk) are zero. 

The fluctuation of w(±k, /) is

( (A u (± k ,  t ))2) = (v>(o)|(Au(±k,/.))2

=  A ? (0 ((A a k )2) +  A2(f)((A6k)2) +  A2(0 ( (A a L k)2) +  A 2 (t)((Ab'_k )2) 

+ A J 2( 0 ( ( a 4 ) 2) +  A*2 2 ( t ) ( ( A b t ) 2) +  A*3 2 (t){{ A « _ k)2) 

+ A f ( 0 ( ( A 6 _ u)2) +  2 A l ( t )A; ( l )  ((«k«_k> -  (ak)(a -k ))

+ 2A 3 ( t )A]( t )  ( (afkaf_ k ) -  ( 4 ) ( 4 k))

+ 2 A 2 ( t )AZ(t)( (bkb - k) -  (6k)(6-k))

+ 2 A 4 (t)A*2(l) ( (blbf_ k ) -  (bl)(bf_k))

+ 2 | / l i ( / ) |2 ( ( 4 « k )  -  (4 > (« k ))  +  2 |A2( i) |2 ( ( 4 fck) -  (bi)(bk))  

+ 2 |A 3( /) |2 ( ( a i ka _ k) -  ( 4 k>(a - k ) )

+2\A 4 ( t ) \ 2 ( ( b l kb_k ) -  ( 6 ik)(ft-k))

+  | A j( /) |2 +  |/12( /) |2 +  |/13( 0 | 2 +  I A 4 ( t ) \ 2 . (3.131)

Notice th a t  all the expectation values in Eq. (3.131) such as (b^_k b - k ) are the shorthanded 

version of terms like ( ^ ( 0 ) | 4 k(0)6_k(0)|^>(0)).
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The initial s tate  | ,'(?)) includes both photon and phonon initial states. We have done 

numerical calculations on several different combinations of initial states and analyzed their 

effects on the time-evolution of the lattice amplitude variances. The results are summarized 

below.

When the initial photon s ta te  is a coherent s tate  and the initial TO phonon s ta te  is 

either a vacuum or a coherent state , the fluctuation of n ( ± k , / )  is (The subindiccs “coh” 

and “vac” refer to “coherent” and “vacuum” respectively. The first; subindex refers to the 

initial photon state  while the second subindex refers to the initial phonon state.)

((A w(±k, f))2)<;oh+vac =  | d i ( f ) |2 +  | / l 2 (/) |2 +  | / l3(/.)|2 +  | / b l ( 0 |2 ■ (3.132)

Our numerical results show tha t  there is a, squeezing effect; in «(±k).
When the initial state is a photon squeezed state  in mode k (with squeezing factor 

£ =  re l°) and photon vacuum sta te  in mode —k, and a phonon vacuum state in both modes 

±k, the fluctuation then becomes

( (A u (± k ,  0 ) 2}smsq+va,; =  I A j (/.)|2 ^e~2r cos2 ^  +  e2r sin2

T l ^ C O !2 +  I A s ( 0 |2 +  | 'U ( 0 |2 5 (3. 133)

where =  0 + 2 arg {/li(f)} and the subindex “smsq” stands for “single-mode squeezed” 

state. We have done numerical calculations for the two cases 0 =  0 and 6  =  2/ (assuming 

^photon =  ck  =  1), and the results are th a t  there are squeezing effects in both cases.

When the initial s tate  is a photon squeezed s ta te  in mode k (with squeezing factor 

£ =  rel°) and photon vacuum sta te  in mode - k ,  and a thermal phonon s ta te  in both modes 

± k ,  then the fluctuation becomes

{(Att(±k, 0 ) 2)smsc|+thm =  l^iCOI2 ( e~2? cos2 ^  +  e2r sin2 ^  +  | A 2 {t ) \ 2 +  |^13(T) |2

+  I 'M / ) |2 +  2 ( ? ? . | 2( )̂ |2 +  |A i ( 0 |2) > (3.134)

where <1> =  0 +  2 arg {/1| (/)}, and (?i±k) is the thermal distribution of the relevant mode 

phonons,

M  =  (3.135)

Numerical calculations show tha t  there are squeezing effects below a particular tem perature 

determined by the frequency of the phonons (in (n±k}), the time-dependence of phase 0 , 

and the susceptibility + of tlie lattice.
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W hen the initial s ta te  is a two-mode ( ± k )  photon squeezed sta te  (with squeezing factor 

£ =  re10), and vacuum phonon sta te  in both modes ± k ,  then the fluctuation becomes

( ( A ? / ( ± k , 0 ) 2)tmsq+vac =

+  e~2r

( l / l i tO I  -  |/13( / ) | ) 2 +  41/1,(0/13(01 sin2 ^  

( | / h ( 0 |  -  | /13 ( 0 | ) 2 +  4|/11(Z)/13(/)| c o s  °  ^  °
2

+ ( \A 2 (t)\'z + | A , ( 0 | 2) ,  (3 .1 3 6 )

where 0  =  a rg{A j(0}  — arg{/13( / )}. Numerical results show tha t  there is a very weak 

squeezing effect for the lattice amplitude operator ? / ( ± k ,  Z) when y > 0-3.

All the above results are summarized in Table 3.2, and some numerical examples are 

shown in Figs. 3.7 and 3.8. Throughout the course of our calculations we have assumed that 

the two polariton branches are independent from each other. This assumption turns out 

to be a limiting factor of our approach. In our polariton transformation, the commutat ion 

relation between and a.j,k should be zero if the two modes are truly independent, while in 

fact the com m utator is nonzero (see Appendix D/2). This shows tha t  the polariton operators 

we construct (Eq. (3.116)), following s tandard  textbooks such as Madelung’s [78], are in 

fact weakly interactive. However, as discussed in Appendix D/2, it is reasonable to use them 

as a first-order approximation.

Z =  0 photons t = 0 phonons Squeezed u (± k )?
C S (± k ) C S (± k ) yes (no) if \  > (< )  0.1
SMSS(k), V S ( - k ) V S (± k) yes (no) if x  > (< )  0.1
SMSS(k), V S ( - k ) T S (± k ) yes if T  < Ts(x)
T M SS(± k) V S (± k) weak (no) if y > (< )  0.1

Table 3.2: Different combinations of Z =  0 initial states (modes ± k )  for the polariton 
approach to lattice amplitude squeezing and the corresponding effects in the fluctuations 
of the lattice amplitude operator ?t(±k). Here CS(k), VS(k), TS(k), SMSS(k), TM SS(±k) 
refer, respectively, to coherent, vacuum, thermal, single-mode and two-mode squeezed states 
in the modes inside the parentheses, k, - k ,  or ± k .  Ts( \ )  is the tem perature  below which 
squeezing is obtained (see Fig. 4). By squeezing we mean tha t  the quantum  noise of the 
relevant variable is below its corresponding vacuum state value.
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Figure 3.7: Calculated fluctuation (?t(±k))(/)  of the lattice amplitude versus time for
different combinations of photon and phonon initial states using a  polariton mechanism 
for lattice amplitude squeezing. Dashed (solid) lines correspond to a susceptibility of \  = 
0.1 (0.4). Here x  is a dimensionless dielectric susceptibility, and time is measured in units 
of 1/ck,  where ck is the free photon frequency. Our calculations here focus on the case 
where ck is close to u;0, the bare phonon frequency. A typical value of for optical 
phonons is lOTIlz, therefore a typical time in our case is 0.1 picosecond. The horizontal 
lines a t ( (A w (±k))2) =  2 correspond to the noise level of coherent states. Thus, any time 
the fluctuation satisfies ( (A n (± k ) )2} < 2, the s ta te  is squeezed. Different combinations of 
initial states were considered, (a) Coherent photon and phonon states, (b) Single-mode 
squeezed s ta te  in photon mode k  with squeezing factor £ =  0.1 and a vacuum state in the 
photon mode —k; both phonon modes are in the vacuum state, (c) Same combination of 
states as in (b), but here £ =  0.1e2lt (recall tha t  the unit of time is 1/ck).  (d) Single-mode 
squeezed state  in photon mode k  with squeezing factor £ =  rel° , where r =  0.1 and 8  =  0 , 
vacuum state in the —k photon mode, and both phonon modes in a thermal s tate  with 
tem perature  T  = 25K  (the bare phonon frequency is lOTIlz). (e) Same combination of 
states as in (d), but here 8  — 2t. (f) Two-mode (± k )  squeezed s ta te  for the photons, with 
squeezing factor £ =  re t0, where 7- =  0.1 and 8  = 0 , vacuum sta te  for the two phonon modes, 
(g) Same combination of states as in (f ), but here 8  =  2 /.
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Figure 3.8: Temperature dependence of the minimum  fluctuation m in{((A u[±k)]2)} in
the dimensionless lattice amplitude operator w(±k) using a polariton mechanism for lattice 
amplitude squeezing. The phonon frequency is 10 THz. The initial states are: single-mode 
squeezed s ta te  in photon mode k , vacuum state in photon mode - k ,  and thermal s tate  in 
both (± k )  phonon modes. The squeezing factor is £ =  0.1e2l(. Squeezing can exist up to a 
tem perature  Ts(x). For example, when x =  0.2, squeezing effects vanish when T  <1 25 K. On 
the other hand, for stronger photon-phonon interaction (e.g., x  = 0.5), the squeezing effects 
can be obtained up to T  ~  250K. At first sight, this tem perature might seem very large and 
thermal effects might seem to dominate all the fluctuations in the system. Indeed, this is 
the case for the low energy acoustic phonons. However, the polariton mechanism squeezes 
optical (not acoustic) phonons. The energy of optical phonons is around lOTerallertz, too 
large to  be affected by thermal fluctuations. Indeed, the optical phonons considered here 
are excited by the incident laser beam.
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3.6 Suggested D etection  Schemes

As summarized in Appendix E . l ,  it is possible to directly detect a single-mode squeezed 

state, although it might not be the best method to measure quadrature  squeezing effects. 

In a phonon system, direct detection would involve phonon counting. There are two kinds 

of phonon counters: superconducting tunnel junction bolometers and vibronic detectors 

[24, 77]. Superconducting tunnel junction bolometers are the most widely used; however, 

they are wide-band detectors. Phonons with similar energies to the squeezed ones can 

also be detected, therefore causing unwanted noise. Another kind of phonon counters are 

based on the vibronic band absorption present in certain materials [77]. These phonon 

counters can detect a, particular frequency, and therefore may be more suitable in detecting 

single-mode squeezed states, although their efficiency is not very high.

To detect photon squeezed states, phase-sensitive schemes such as homodyne and het

erodyne detectors are used most often because of their ability to lock their phases with the 

electric field of the measured state. These are summarized in Appendices E.2, E.3, and If. 1. 

There appears to be no available phase-sensitive detection method for phonons. A promis

ing candidate might be measuring the intensity of a  reflected probe light [37, 38, 46]. 'Phis 

method has already been used to detect phonon amplitudes, since the reflectivity is linearly 

related to the atomic displacements in a crystal [37, 38, 46]. The displacements’ Fourier 

components at the relevant frequency, or the value of the lattice amplitude operator, can 

be extracted by making a Fourier analysis on the sample reflectivity. If squeezing should 

happen, its effect will be contained in the Fourier components of the reflectivity, and there

fore in (the Fourier components of ) the intensity of the reflected fight. In this manner the 

information on the squeezing effect in the phonons is also carried by the reflected fight in 

the form of squeezing of the photon intensity. We can then use a s tandard optical detection 

method to determine whether the related light is squeezed or not. One shortcoming of this 

method is tha t  it is not direct. In the measurement there can be noise added into the signal, 

such as the intensity fluctuation of the original probe light, the noise coming from the finite 

efficiency of the reflected light to  pick up the signals in the phonons, etc. Needless to say, 

further research needs to be done on how to realize this phase-sensitive detection scheme, 

and we hope tha t  our initial proposals stimulate further theoretical and experimental work 

on this problem.
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3.7 D iscussion

From Eq. (3.75) in Section 3.3.5 it is clear th a t  phonon squeezing depends on both the 

absolute value r and the phase 8  of the squeezing factor £(t) = re}0. The explicit result is,

( (A ) i ( iq ) )2)Sq = 2 ^e~2r cos2 ^ +  e2r sin2 ^  . (3.137)

Only when 8  is close to 0 is noise suppressed in the lattice amplitude operator. This means 

th a t  in order to suppress the noise, the squeezing factor £(/) has to have a dominant positive 

real part  (cos# > tanli r). The squeezing factor obtained from the three-phonon process is

f ( 0  =  ^ j ' x P o M c ^ ’+ ^ d r ,  (3.138)

where the real number A is the strength of the interaction and f30 is the amplitude of the 

phonon coherent s ta te  in the pump mode. From this expression for £(/.) we can see that 

the squeezing effect only appears during certain time intervals. If /3o{ t ) does not depend on 

time or has a periodic dependence on time, squeezing will be periodic in time, which makes 

a  phase-sensitive detection easier to achieve.

According to the discussions in Section 3.4.4, the finite-lifetime of the pump mode 

phonons does not favor the generation of squeezed states. Thus, one may wonder whether 

an extremely degenerate case, where only one special phonon decay channel exists, might, 

solve this problem. Unfortunately, it does not. The vanishing of the third-order terms 

simultaneously introduces the fourth- and higher-order anharmonic terms because of the 

following argument. A high-energy phonon can decay into N  lower-energy phonons, where 

N  =  2 ,3 ,4 , - - - ,  because of the anharmonicity in the lattice interaction. The decay rate is 

determined by both the strength of the interaction and the accessible phase space for the 

decay to  take place (which is limited by polarization considerations, and the conservation of 

energy and quasi-momentum). In general, the larger N  is, the smaller the accessible phase 

space available for each one of the decaying phonon modes. Thus, a liigh-energy phonon 

generally has a higher probability of decaying into two lower-energy phonons (corresponding 

to the third-order anharmonic interaction) than to three or more phonons. These higher- 

order terms arc therefore neglected in our approximation. However, if the third-order 

anharmonic term has only one accessible phase point, its significance will be very much 

weakened so tha t  the higher-order anharmonic terms can become important. If these higher- 

order terms dominate the problem, they will play the same role as we assigned to  the 

vanished third-order terms. Namely, they will behave as a reservoir and give rise to a finite
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lifetime for the pump mode phonons. Therefore, the very unlikely degenerate situation 

(where the third-order terms have only one accessible point in phase space) may not be 

helpful in providing a better experimental environment for the generation and observation 

of squeezed phonon states.

In addition, to make the various schemes (including those using phonon-phonon inter

actions and phonon-photon interactions) work, there are some noise problems that  must be 

overcome. First, any a ttem pt to generate or detect squeezed states should be at low tem 

peratures to avoid thermal noise in the crystal. For instance, the energy of a lOTIlz optical 

phonon corresponds to a tem perature  of about 100K. Therefore, the experiment might have 

to be carried out a t  a tem perature  well below 100K, such as 10K or lower. Besides thermal 

noise, there is also noise generated by the optical interactions. The fluctuations in the laser 

intensity and in the interaction between the laser and the crystal has to be very small, so 

tha t  it will not suppress the noise reduction process in the generation of squeezed acoustic 

phonons. In fact, one possible way to reduce the noise coming from the laser beam is by 

using a beam of squeezed photons. Another problem is the incoherence in the procedure 

itself, like the finite lifetime of the pump mode phonons. We need to use phonon modes 

with lifetimes as long as possible.

Due to a variety of reasons, squeezing effects are not easy to observe. On the one hand, 

thermal noise is much larger than  quantum  noise in many experiments. On the other hand, 

even when quantum noise is dominant, the squeezing effect might be overlooked because the 

measurements focus on other aspects of the system. However, the difficulties in observing 

reduction in the quantum  noise do not imply tha t  the squeezing effect is rare (see, e.g., 

[11, 16]). On the contrary, it is quite general: any diagonalizable system can be “squeezed” 

in some manner by an appropriate  choice of initial states. For example, consider a free 

oscillator

H  = a ta ,  (3.139)

and let us define,

d =  /in + , (3.140)

where /i and ;z are complex scalars. In order for d to be a boson operator, fi and ;/ must 

satisfy the relation |/i |2 — |zz|2 =  1 . Then the Hamiltonian becomes

II = (|^i|2 +  |/z|2)ifid — (/.t/zc/t 2 +  / i W / 2) +  |/z|2 . (3.141)

The generalized “displacement” (d -f r /f ) / \ /2  is a mixture of the original displacement (a +
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« t ) / \ / 2  and momentum —i(a — a^ ) /y /2. If we are interested in a quantity such as (d + d l ) / \ / 2  

and it is observable, the squeezing effect can be obtained when the initial s tate  is a coherent 

s ta te  of mode “«P, i.e., d\S) =  On the other hand, such a. hybrid quantity (d + d ^ ) / \ / 2 

might not be physically interesting and /o r  observable. In other words, the squeezing effect 

is only relevant when it is related to the observables.

3.8 Conclusions

In this chapter we have investigated the dynamics and quantum  fluctuation properties 

of phonon coherent and squeezed states. In particular, we calculated the experimentally 

observable time-evolution and fluctuation of the lattice amplitude operator « ( ± q )  =  bq +  

&!q +  bq +  6_q. We showed th a t  the (?i(±q))(<) are sinusoidal functions of time in both 

coherent and squeezed states, but the fluctuation {(A « ( ± q ) ) 2)(/) in a squeezed phonon 

sta te  is periodically smaller than its coherent s tate  value ‘2 , which is also the vacuum state 

noise level. Therefore, phonon squeezed states are periodically quieter than the vacuum 

state.

We have discussed four different approaches to generate phonon squeezed states. These 

approaches are based on a variety of physical processes, including three-phonon interactions, 

short-time single-mode phonon-phonon interactions, second-order Raman scattering, and 

photon-phonon interactions th a t  lead to polaritons.

First, we considered a three-phonon scattering process when the higher-energy 1,0 

phonon mode is coherently pumped with an ultrashort photon pulse. We showed that 

the two lower-energy LA phonon modes can be in a two-mode phonon quadrature squeezed 

s ta te  given appropriate  initial conditions. We achieved this by dealing separately with (i) 

the optical excitation of the pump mode LO phonons and (ii) the anharmonic scattering of 

the pump mode LO phonons into the lower-energy LA phonons.

We also demonstrated tha t  certain types of nonlinear phonon-phonon interaction can be 

used to  generate single-mode squeezed states in a low-energy, long-lifetime acoustic phonon 

mode. Numerical results show th a t  with this mechanism, the squeezing effect is maximized 

by increasing both the average initial phonon number in the mode and the nonlinearity in 

the interaction potential.

The two different mechanisms mentioned above—the three-phonon parametric amplifi

cation and the short-time single-mode approach—generate squeezed states through phonon- 

phonon interactions. We also considered two alternative approaches based on photon-
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phonon interactions: a  second-order Raman scattering process, and a polariton mechanism.

We treated the second-order Raman process in a similar fashion as the three-phonon 

parametric amplification process. In other words, assuming tha t  the photons involved are in 

coherent states, we take a mean field average over the photon operators. This approximation 

enables us to obtain a two-mode phonon Hamiltonian. Given an initial vacuum or coherent 

state , the phonons in these two modes evolve into a two-mode phonon quadrature squeezed 

state. Here the incident photons for the Raman process do not have to be in a, pulse but 

can also originate from a continuous-wave laser.

In the polariton approach to squeezing, we calculate the atomic displacement part of a 

polariton with various combinations of initial photon and transverse optical phonon states, 

and prove tha t  the fluctuations of the associated lattice amplitude operator can be squeezed 

to various degrees for different combinations of initial states and large enough ( \  > 0 . 1) 

interaction strength. The effect is more pronounced for large values of the dimensionless 

dielectric susceptibility x  {X > 10). More specifically, squeezing effects in u (± k )  are rela

tively strong for either one of the following two sets of initial states: (i) photon and phonon 

coherent states, or (ii)  single-mode photon squeezed state and phonon vacuum state. Tor 

instance, the maximum squeezing exponent r is 0.015 when the incident photon state  lias 

a  squeezing factor £ =  0 . l e2lcki (where ck is the photon frequency). On the other hand, 

with an initial two-mode photon squeezed state  and two-mode phonon vacuum state, the 

squeezing effect in ?i(±k) is weak. We have also used initial conditions with a single-mode 

photon squeezed s ta te  and thermal states in the two phonon modes. Our numerical results 

show th a t  squeezing effects are quickly overshadowed by the thermal noise for small \ ,  while 

for large x  (~ 0.5) the squeezing effect can exist up to T  ~  250K.

We have also briefly analyzed several potential detection methods of phonon squeezed 

states. Experiments in quantum  optics indicate tha t  phase-sensitive methods—such as 

homodyne detection— are the best in detecting photon squeezed states. Therefore, we have 

proposed a detection scheme based on a reflected probe light and an ordinary phase-sensitive 

optical detector.
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C hapter 4

Squeezed S ta tes in Josep h son  
Ju n ction s

This chapter presents a summary of our ideas and results on squeezed states in Josephson 

junctions [21, 22]; these are discussed in detail in Chapter 5. We study quantum fluctuation 

properties of Josephson junctions in the limit of large coupling and small charging energies. 

We consider Josephson junctions coupled to one or several of the following circuit elements: 

a capacitor, an inductor (in a superconducting ring), and an applied current source. These 

can have ground states which are either squeezed vacuum or coherent states. Finally, we 

calculate the uncertainties of their canonical quantum  mechanical momentum (charge) and 

coordinate (phase).

4.1 Hamiltonians for System  Configurations Containing a 
Josephson Junction.

Here we study the quantum noise originating from the non-vanishing com m utator between 

the phase and the charge number.

We first consider the Hamiltonian H\  =  Q 2 / 2 C  — Ejcoscf)  for an isolated junction 

near its ground s ta te  at tem perature T  =  0, with capacitance C . The operators Q and 

<t> satisfy [(j>, Q ] =  'lie. Since Q  =  e*n =  l e n  and E c  = Ae2 / C ,  I l \  takes the form H\  = 

l e 2 n ? /C  — E j  cos 0  =  E c  n 2 / 2  — E j  cos <f>, where [<j>, n\ — i. Here we only consider the 

coherent Cooper pair tunneling and neglect quasi-particle tunneling and shunting Ohmic 

resistance, which actually originates from the quasiparticle tunneling.

When a J J  is current-biased, it can still be described by an effective Hamiltonian: 

H 2 =  E c  n2/ l  — E j  c o s  4> +  /d>0</>/27r, where I  is the biasing current and <F0 =  h / l e .

When a JJ  is in a superconducting loop with an external flux <he =  $o<^e/27r, the
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Hamiltonian has the form / / 3 =  E c u 2/ 2 — Ejcoscf>-\- d>o((/> — (f>e)2 /Sir2 L,  where L is the 

inductance of the loop. In the special case when d>e =  0, H 3 takes the simplified form 

H 4 =  E c n 2/ 2 -  E j  c o s  <f> +  $ ^ 2/ 8 tt 2 L.

For a J J  with E j  >> E c ,  we expand the cos (/> term at a potential minimum <f>m as:

COS (j) =  C O s( (j>m +  (/’lo c a l )  =  ( 1  ~  ( / f o c a l / 2  +  ( / f o c a l / 2 4 ) COS 4>m ~  (</>local "  ( / f o c a l / 6 ) s i n  <l>m • H e r e

(/’local =  </> -  4>m  ^  a  small number. In doing so, we substitute the periodic potential with a 

parabolic-type potential in the phase-representation. We thus put our emphasis on the local 

properties of the phase </> instead of its transport properties. This kind of approximation 

has been used in a variety of problems, including spin-density waves [90] and .Josephson 

junction arrays [91]. Needless to say, phase variations during a tunneling event do affect 

the local properties of a junction and give rise to larger fluctuations. However, in the limit 

when T  =  0 and E j  >• E c ,  t ransport effects are small, so tha t  we can neglect them as a 

first order approximation.

W hen there is a biasing current / ,  the system is in the so-called “washboard” potential. 

When /  is large enough (/<j>0 >  y / E j E c ) ,  any localized state  is unstable; i.e., the phase of 

the system will inevitably tunnel from one local potential minimum to another. However, 

when I  is small (/<!>o <  y / E j E c ) ,  so tha t  the lifetime of a. metastable s ta te  is long compared 

to  the characteristic time inside the potential well, we can study the properties of the 

m etastable s ta te  at the potential minima as if it were a localized state.

In order to further simplify the problem, we introduce an annihilation operator

a =  { ( E j i / E c ) ' 14 (/-local +  i ( E c / E j i ) ' / 4  n } / v / 2 , (-1. 1)

where i refers to one of the four different configurations. The E j i ’s are summarized in 

Table 5.1. In the short time limit, the third or higher-order terms in a and are negligible. 

Such an approximation greatly simplifies the Hamiltonians in the various cases. The four 

simplified Hamiltonians belong to  two groups; the first group (denoted by IIa)  includes II\ 

and I I4, with a free oscillator term and two quadratic perturbation terms: II,\ = huaEi  

+ f3a2 +  (3*a^2. The second group (denoted by I Ib )  includes I I 2 and / / 3, which have two 

additional linear terms: IIb = huia^a +  aa  +  a*at  -f- fid2 +  f3*a^2. The corresponding 

parameters for each of the four different configurations are summarized in Table 5.2. Below 

we will find th a t  these linear terms lead to higher-energy ground states for the relevant 

systems.
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4 . 2  Ground and Excited States o f Various Hamiltonians

The ground s ta te  of the Hamiltonian II a is

|ground ) ,4 =  5 _ 1( f ) |0 )o =  £ ( - £ ) |0 ) a , (4.2)

where |0 )a is the vacuum sta te  in the a-representation, and S(£)  is a squeezing operator [11]: 

3 ( 0  — exP (^*a2/2  —^ 2/ 2 j ,  and £ =  sel° is a complex squeezing factor. The physical 

meaning of S(£)  is described in Figs. 1.1 and 1.2. Briefly, the squeezing operator acting 

on the vacuum or a coherent s ta te  periodically reduces or “squeezes” the uncertainty of 

one of the conjugate coordinates (e.g., n and (f>, or x and p) below its coherent state or 

vacuum state value. Therefore, the ground sta te  of 11,\ is a squeezed vacuum state with 

a squeezing factor of The intuitive picture is the following. The dominant cj>2 term

in the original H\  and II,i provides a  confining harmonic oscillator potential (represented

by the aXi term in I l ,\), which produces minimum fluctuations allowed by the uncertainty 

principle in the canonical conjugate coordinates. It is the (smaller) </>4 term in the original 

I I i and II,\ (which gives rise to the a2 and aX2 terms in I Ia)  tha t  induces modulations on the 

fluctuations of the conjugate variables, therefore leads to the squeezing effect. Higher-order 

terms will also contribute to this modulation of the quantum fluctuations, but they are 

neglected here because their effects are relatively small at the short time limit. The ground 

s ta te  fluctuations for II\  are

((A^oca,)2) =  y / E C/ 4 E j  e2si , (4.3)

<(A7*)2} =  y ' E j / A E c  c “ 2 s ' , (4,1)

and the magnitudes s; of the squeezing factors for the four different cases considered here 

are summarized in Table 5.2. Figure 5.3a is a, schematic demonstration of the ground state 

fluctuations of II,\ in the <j)-n phase space.

The excited states of the Hamiltonian I I a are

lexcited)^ =  |n )h =  6+ ” 10)fe/x/rTf =  .S'(-£)lre)a . (4.5)

In other words, the excited states of I I a are not the number states in the a-representation, 

|n )a, nor the number states |7i)n in the charge-number representation, where the Cooper- 

pair number is a good quantum  number. Instead, |excited)yi is a “squeezed” version of the 

number states |n)„. The fluctuations of the charge-number and phase operators are:



( (A n )2) =  ^ (2 n  +  l ) ^ e  2s sin2 ^  +  e2s cos2 0  .

Therefore, in the excited states of II a ,  the fluctuations in the charge number and phase 

are modulated because of the correction in the harmonic oscillator potential. W hether the 

noises will be larger or smaller depends on the phase angle 6  of the squeezing operator £. 

The ground s ta te  of II b  can be expressed as

|ground)B *  d J -   --------- — ---------- j S a ( - O |0 ) a ,  (4.6)

which is a squeezed coherent s ta te  in the “a ” representation (i.e., a |0 )a =  0 ), with £ =  h. 

Here D a(a)  = exp(a<7,t — a*a ) is a displacement operator in the “a ” representation. Now, 

for instance, the local phase and number operators for I I 2 have the following properties

( f l o r a l )  =  -  ( 4 E c / E j 2 ) 1 / 4  o 2 (1  +  462)/Hu2 ,

( (A 0 local)2) =  { E C/ 4 E J 2 } ^ 2 e2s\

(n) =  0 ,

((An)2) = { E j 2/ 4 E c } 1/2 c - 2a* .

The relevant parameters here are all summarized in the Table, while Fig. 5.3b gives a  phase

space representation of the ground state  fluctuations of I Ib - The excited eigenstates of 

IIB can be obtained in a similar manner as for H a - They are the number states in the 

c-representation

|excited)# =  D a ( --------------— ----------- j  S a( - ^ ) \ n ) a. (4.7)

Therefore, the excited states of I I b  are displaced and squeezed number states in the a- 

representation.

4.3 Discussion

The key parameter A =  \ J E j / E q does not lead to squeezing directly, and so far cannot 

be tuned at will in most experiments. However, A does provide a powerful control over 

quantum  noise. By adjusting the value of A, it is possible to redistribute the noise in both 

n and </>. This is very important because the number n and the phase <f) are observable 

quantities.

Here we have focused on four model Hamiltonians describing different ways to couple a 

Josephson junction to its environment. Needless to say, this list is not exhaustive. However,
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these basic cases constitute a first step towards the study of more complicated and hybrid

mode interactions with the environment. To include a. heat reservoir is beyond the scope of 

this thesis.

The approximations used here are valid in the limit of T  =  0, E j  >• E c ,  and a very small 

biasing current. The states considered here are either the ground s ta te  or the low-energy 

excited states. If the above conditions are not satisfied, other effects can be important. 

The real quantum noise of the junction also includes contributions from the quasiparticles 

and other environmental degrees of freedom. W hether our results will provide the most 

im portant contribution depends on the relative strength of the dissipation and the thermal 

energy to the Josephson coupling constant E j .

By replacing a periodic potential with a localized one, we are using localized states to 

represent “snapshots” of the extended states. Therefore, to improve our results, we need 

to either change to an extended-state basis, or at least take into account the fluctuations 

caused by the tunneling events.

4 . 4  Conclusion

In this work, we have investigated the quantum  fluctuation properties of a Josephson junc

tion in several different circuit configurations. Specifically, we considered the limit of large 

Josephson coupling energy and small charging energy, so tha t  the JJs  are in the nearly- 

localized regime. This limit can be easily realized for large S-I-S junctions. It is analogous 

to the tight-binding limit for electrons in a crystal.

The approximate ground states of a Josephson junction in a variety of situations are 

obtained. In particular, the ground state  is a squeezed vacuum state for either an isolated 

junction in a potential minimum or a junction in a superconducting ring without external 

flux and in the global potential minimum. On the other hand, if the junction is current- 

biased, or there is an external flux through the superconducting ring, the ground state  is a 

squeezed coherent state. In both of the above cases, we have calculated the corresponding 

fluctuations of the charge and phase difference over the junction in these states. The 

squeezing factors are determined by the param eter A =  y / E j / E c , where E j  is the Josephson 

coupling energy and E c  is the charging energy of the junction. The squeezing effect is 

strong when A is small. Since our working limit is at large A, a compromise should be 

reached in order to both preserve the effectiveness of our approximation and maximize the 

squeezing effect. The excited states of a Josephson junction in different circumstances are
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also obtained. We show th a t  these excited states are similar to the number states of a 

simple harmonic oscillator but with different fluctuation properties.
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C h ap ter 5

Q uantum  N o ise  and Squeezed  
S ta tes in Josep h son  Ju n ction s

5.1 Introduction

5 .1 .1  M o t i v a t io n

During the past decade, squeezed states of light [11] have a ttrac ted  much attention in the 

atomic-molecular-optical physics community. In these states, the quantum  fluctuations of 

one of the canonical variables (e.g., the electric field) can be squeezed below its vacuum- 

s ta te  value at the expense of increasing the quantum  fluctuations of its conjugate variable. 

Examples of canonical conjugate variables are the position x  and momentum p  of a particle 

confined in one dimension, the electric held intensity and phase for light, as well as the charge 

number difference n  and phase difference <j> for a superconducting Josephson junction. The 

use of squeezed states for the exploitation of the limits of the uncertainty principle provides 

nearly noiseless optical measurements [79], unique opportunities for the study of QED (e.g., 

enhance the lifetime of atomic excited states), higher signal-to-noise ratio for gravitational 

wave detectors [69], and the promise of improved optical information transmission [11]. 

These and many other applications of squeezed states are described in [69], [11], [57], and 

references therein.

Is it possible to  control quantum  fluctuations in condensed m atte r  systems, in analogy 

to these optical situations? We have explored this question in several condensed m atter  

examples [18, 19, 20]. Indeed, quantum  fluctuations can produce im portant measurable 

effects [15] in these systems even when temperatures are not very low. Moreover, other 

non-quantum-optics analogs of squeezed states are now being vigorously investigated by 

several groups [16].

The modulation of the quantum  fluctuations in the photon field is made possible by the
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very high precision achieved by optical measurements. Although most condensed m atter  

experiments do not produce such high-accuracy results, two exceptions to this rule are the 

quantum Hall effect and the Josephson effect. For instance, the most precise measurement 

of energy levels has been achieved not in the traditional context of atomic-optical physics, 

but with superconducting tunneling Josephson junctions [23], to an astounding accuracy 

of three parts in 1019. Furthermore, Josephson junctions are currently been used in an 

increasingly large number of applications involving high-precision measurements [80], In

deed, the goal of several single-electron transport devices [81] is to operate in the limiting 

case where fluctuations in junction charge number N  are totally suppressed for all times 

(i.e., A N  =  0). For instance, the quantum  pump proposed by Qian Niu [81, 82] acts like a 

“controlled conveyor belt” or “turnstile” of electrons, where electrons are transported  by a 

time-dependent electric field. This remarkable device might provide an accurate standard 

of current. In Niu’s quantum pump, A N  is always zero since the time-dependent electric 

field produces a constant current of electrons. Thus the phase is totally undetermined, 

and both conjugate variables can be treated as classical quantities. Here, we are interested 

in studying quantum  noise and JJs  are ideal candidates for the possible manipulation of 

quantum  fluctuations.

Here we explore the quantum fluctuation properties of a Josephson junction, and there

fore point out a possible way of manipulating the accuracy limitations imposed by quantum 

noise. In light of the recent advances in micro-fabrication and the general interest in the 

possible control and minimization of quantum noise, we ask the following question: how 

do quantum  fluctuations affect Cooper pair tunneling in a  Josephson junction? To answer 

this, we need to first compute its quantum  fluctuations and understand how they behave 

in different physical situations involving Josephson junctions. This is indeed the problem 

we focus on here. We would like to develop a theory of the quantum mechanical squeezed 

states in Josephson junctions, and identify and list their properties. In particular, we diago- 

nalize several Hamiltonians corresponding to different configurations containing Josephson 

junctions, find their eigenstates, and calculate the corresponding fluctuations. We also con

struct the time-evolution operators for the various cases considered here. From them, and 

with different initial states, we calculate the time evolution of the variances of the conjugate 

variables of the system. These provide a measure of the quantum  fluctuations of the charge 

and the phase difference of the Josephson junction.
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5 .1 .2  Q u a n t u m  N o i s e

There are various kinds of quantum  noise. If a pair of quantum variables do not commute 

with each other, the product of the variances of these two quantities has a lower limit which 

is determined by the uncertainty principle. This kind of quantum noise, originating from 

the non-vanishing comm utator of the conjugate variables, is an intrinsic property of an 

isolated system. However, no physical system is truly isolated; no m atte r  how a system is 

chosen, it always has an environment to interact with. Furthermore, all the environmental 

degrees of freedom are ultimately governed by quantum mechanics and often involve non

commuting variables. Therefore, each degree of freedom has its own quantum noise due to 

the uncertainty principle, and this noise is also embodied in the system variables due to 

the interaction between the system and the environment; this kind of fluctuation can be 

considered as external to the system.

Another kind of quantum  noise is shot noise. It originates from the discreteness of the 

carriers in the transport phenomena. For example, the tunneling events of quasi-particles 

in a Josephson junction are mostly uncorrelated and random. Such randomness naturally 

introduces a noise into the tunneling current, which is shot noise.

In this chapter (and the whole thesis) we only deal with the first kind of quantum 

noise—the intrinsic one originating from the non-vanishing comm utator of the conjugate 

variables. The shot noise can be disregarded because of the coherence in the supercurrent 

of a Josephson junction. We also neglect the coupling of the junction to its environment. 

In addition, we focus our a ttention 011 the zero tem perature case, so tha t  no quasiparticle 

is excited, and no thermal noise is involved. We expect that  our results will still persist at 

sufficiently low (but finite) temperatures.

5 .1 .3  S u m m a r y  o f  T h is  C h a p t e r

In this chapter, we study the intrinsic quantum fluctuations of the charge and phase of a 

Josephson junction in various circumstances. Section 5.1 explains the motivation of this 

study. In Section 5.2 we consider a  Josephson junction in a variety of situations, i.e., coupled 

to one or several of the following circuit elements: a capacitor, an inductor (in a supercon

ducting ring), and an applied current-source. The Hamiltonian for each case is constructed. 

We use the small-phase approximation (described in Section 5.2) because we work in the 

strong coupling limit and treat the metastable states as nearly localized. In Section 5.3 

we find the second quantized forms of the Hamiltonians. We then proceed to solve for the
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ground and excited states near the  potential minima of the various configurations tha t  were 

described in Section 5.4. The corresponding ground states are squeezed vacuum or coher

ent states, while the excited states are a class of squeezed number states. In Section 5.5 

we calculate the quantum fluctuations of the phase <!> and Cooper pair number n  over the 

junction for all the cases considered. We also construct the approximate time evolution 

operators for the configurations described in Section 5.6. In Section 5.7 we present another 

approach to study this problem: the rotating wave approximation. This is basically also a 

first-order perturbation in energy. Section 5.8 presents a discussion and also lists several 

open problems in the field. Finally, Section 5.9 summarizes the conclusions for the chapter.

Appendices A, B, F, and G are related to this chapter. Appendices A and B summarize 

some properties of squeezed and coherent states. Appendix F presents a brief review of 

the quantized LC circuit; model, and Appendix G presents derivations of results used in the 

main body of the chapter.

5.2 Hamiltonians for System  Configurations Containing a 
Josephson Junction

5 .2 .1  G e n e r a l  C a s e s

A Josephson junction [83, 84, 85] is a weak link between two superconductors. A super

current can tunnel through it without any dissipation. The supercurrent /  and the phase 

difference (j> between the two superconductors satisfy the following equations

I  =  Iq sin (f), (5.1)
dcj) 2 e
i  = r y - (5-2)

Here / 0 is a  critical current, below which only the supercurrent exists at T  =  0; and V  is 

the voltage drop over the junction when quasiparticle tunneling exists.

Josephson junctions are generally damped systems, especially if quasiparticles are in

volved. Furthermore, in the Josephson equations the phase difference <f> is treated as a

classical quantity instead of a quantum mechanical operator. However, in the limit of zero

tem perature  and small current, the system is dissipationless. Therefore, it is possible in 

this limit to write an effective Hamiltonian for an ideal junction.

Here we treat the phase difference (f> as an operator, and we also include in our effective 

Hamiltonian its conjugate variable, the charge number n, in the form of charging energy. We 

want to study the quantum noise originating from the non-vanishing comm utator between
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the phase and the charge number.

We first consider an isolated junction (i.e., decoupled from its environment) near its 

ground state , at tem perature  T  =  0. A capacitance is always present in Josephson junctions, 

especially in sinall-area ones (see, e.g., [86 , 87], and references therein). A standard model

Here we only consider the coherent Cooper pair tunneling and neglect quasi-particle tun 

neling and shunting Ohmic resistance, which actually originates from the quasiparticle tun 

neling.

When a Josephson junction is current-biased, the system is no longer closed. However, 

it can still be described by an effective Hamiltonian, with an additional linear interaction 

term:

Here I  is the biasing current and fi'o =  h/2e  is the superconducting flux quantum in the 

MKS units.

When a Josephson junction is in a superconducting loop with an external flux <i>, = 

$o0e/27r, the Hamiltonian has the form

where L is the inductance of the loop. In the special case when the external flux vanishes, 

the Hamiltonian takes the simplified form

[85, 89] for a, simple Josephson junction is an ideal junction in parallel with a  capacitor C .

Its Hamiltonian is,
Q 2

H \  =  TTF i ~  E -J cos <P i (5.3)

where the operators Q and <f> satisfy the commutation relation

[(f), Q] = 2ie . (5.4)

where

Rewriting Q as Q = e*n =  2en and Ec  =  4e2/(7, II\  takes the form

4e2 n2

(5.5)

[(f), n] = i . (5.6)

(5.7)

(5.8)

(5.9)

These different configurations are summarized in Table 5.1.
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Case # S y s te m H am ilton ian

1 Isolated JJ H\  =  Ea. _  jijj cos (j)
2 Current-biased JJ I I 2 = n 2 -  E j  cos (j) -  Es4>
3 JJ  in an SC ring

with an external magnetic flux
I I3 =  I f  v 2 +  <F2/ 2 L -  E j  c o s  <f>

4 JJ  in an SC ring without 
external magnetic flux and 
at the global potential minimum

IE = E2r: n 2 + E j  c o s  cj)

Table 5.1: The four different configurations of a, Josephson Junction in an LC Circuit 
considered in Chapters 4 and 5. Here J J  refers to Josephson Junction, SC refers to Super- 
Conducting, <l> is the magnetic flux through a superconducting ring, while (p is the phase 
difference between the two superconducting leads of a. Josephson junction. These two quan
tities are related by $  =  $o(<A/2tt), where $ 0 is the flux quantum $ 0 =  h/'2e. It can be 
proved from the Josephson equations th a t  the superconducting phase difference <j> here is 
equivalent to the phase on the capacitor, which is defined in Appendix F. Therefore, it is 
not a coincidence tha t  they have the same relation to the magnetic flux. In H2, E s  =  h i /2 e ,  
where I  is the biasing current of the junction.

5 .2 .2  F o r m  o f  t h e  H a m i l t o n i a n s  n e a r  a P o t e n t i a l  M in im u m  

M otiva tion  for th e  Sm all P h a s e  A p p ro x im a tio n

In this section, we investigate the intrinsic quantum  fluctuation properties of the various 

Hamiltonians described in the previous section. For this purpose, we focus on the localized 

or nearly-localized states of a Josephson junction, and neglect its tunneling features. Below 

we consider each individual physical situation.

In the case of an isolated single junction, the problem is similar to tha t  of an electron 

in a periodic potential, with E j  corresponding to the strength of the potential and Ec  

corresponding to the inverse mass of the electron. The eigenstates of such a periodic system 

are Bloch states. However, when an electron is in a deep potential well, it will be tightly 

bound to tha t  site most of the time. Therefore, even though an electron in a periodic 

potential is always in an extended state , for deep enough potential wells we can consider 

its localized regime in the tight-binding limit. Similarly, for a Josephson junction with 

E j  >  E c ,  we can expand the cos cj) term at a potential minimum. In doing so, we substitute 

the periodic potential with a parabolic-type potential in the phase-representation. We thus 

put our emphasis on the local properties of the phase (f> instead of its transport properties. 

This kind of approximation has been used in a variety of problems, including spin-density
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waves [90] and Josephson junction arrays [91]. Needless to say, phase variations during a 

tunneling event do affect the local properties of a junction and give rise to larger fluctuations. 

However, in the limit when T  = 0 and E j  >  E c ,  transport effects are small, so tha t  we 

can neglect them to a first order approximation.

When there is a biasing current, the system is in the so-called “washboard” potential. 

When the biasing current is large enough, any localized state  is unstable; i.e., the phase of 

the system will inevitably tunnel from one local potential minimum to another. However, 

when the biasing current is small /<f>0 •C \ f E j E c ,  so tha t  the lifetime of a metastable 

s ta te  is long compared to  the characteristic time inside the potential well, we can study the 

properties of the metastable s ta te  at the potential minima as if it were a localized state.

When there is a superconducting ring associated with the Josephson junction, the situ

ation is somewhat different. Now the potential is a parabolic one modulated by a sinusoidal 

term. There is a definite potential minimum, and the quantum fluctuation properties around 

this global minimum are of interest.

In summary, to study the intrinsic quantum  fluctuation properties of a Josephson junc

tion, it is physically justified to expand the interaction potential term around a  local (or 

a global) minimum. The analytical solution of the full problem, without approximations, 

is quite difficult and would require a much more numerical approach, which is beyond the 

scope of this work.

Single  Ju n ction :  Iso la ted  or C u rren t-B iased

For a single isolated junction, there is an infinite number of potential minima, which are all 

equivalent to each other. We expand the potential energy around (f> = 0:

When the junction is current-biased, the sinusoidal potential is tilted and becomes the 

well-known “washboard” potential.

Again, there is an infinite number of equivalent local potential minima, 4>m2 ', and any one 

of them satisfies

(5.10)

(5.11)

<t>m 2

= E j  cos <f> |*m2 > 0 .

(5.12)

(5.13)
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In other words,

sin 0 m2 = - J —f - i  (5-14)zi rEj

c o s f e  = ^ I . (5.15)

Now we can expand the potential energy V2 around 0 m 2 to investigate properties of the

localized states. Writing 0  =  0 m 2  +  0 i Oc a l ,  the potential is then expanded as

0
^ 2  =  ~ E . I  COS (07712 +  0 1 o c a l)  H X  (0777.2 +  0 1 o c a l)Z i r

/<!>()
=  -  i f . /  ( COS 0 m 2  COS 0 J Oca l -  S in  0777,2 S ill 0 l OCa l ) +  “ T -  (0777.2 +  0 1 o c a l ) ■ ( 5 . 1 6 )

Z 7T

Since we are concerned with quantum  states in the vicinity of a local potential minimum, 

the variable 0iOCal is a small quantity. Therefore we use the following expansions

COS 0 l o c a l =  1 -  2 0 1 o c a l  +  7 ^ 0 1 o c a l  7 ( 5 . 1 7 )

1
S in  0 1 o c a l =  0 1 o c a l -  g 0 1 o c a l  • ( 5 - 1 8 )

Here we have taken higher-order corrections into account so tha t  the nonlinear feature of 

the sinusoidal functions can be described better. The potential now takes the form

V2 ~ E j  {  ( l  -  2 ^ 1 o c a l  +  2 q 0 1 o c a l^  COS 07772 -  ^ 0 1 o c a l “  g 0 ?Oc a l )  s i n  0?7i2 j*

+  “X (0 7 7 1 2  +  0 1 o c a l)
Z 7T

- E j  cos 0 m2 +  - ^ 07712)  +  ^  ( if ./ cos 0 m2) 0focaI -  ^  (if./ sin 0m2) 0focal

■ ^ ( i f j  COS 0 7 ,1 2  ) 0 io Cal

(  V  ,  , / $ o  ,  \  , E j  I ,  ( 1 * 0  \ \ 2  , I * 0 , 5
i ^ - E j  COS 0 m 2  +  ^ r 0 7 ,7 2 j  +  1 -  0 ,o ca l +  1 2 ^ 0 1 .

2 ........

o ca l

A “ "  ( 5 ' 1 9 >

The constant term (which is a function of 0 m2) gives the value of the local potential mini

mum, while the terms related to 0 i OCai determine the quantum  fluctuation properties of the 

metastable states a t  the minimum. It can be seen th a t  these later terms are only related 

to E j  and i ,  while the actual value of 0 m2 is irrelevant.

Notice th a t  the fourth-order term in the Hamiltonian has a negative sign, which at 

first sight might appear to be a non-stabilizing term. Recall tha t  in the standard  Landau
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argument for phase transitions, a  free energy is expanded in terms of powers of the order 

param eter, and only the first powers are kept (assuming a small value of the order parameter 

close to Tc). There, the <j>A term provides stability when the 0 2 term is not stable, i.e., when 

the coefficient of 0 2 is either zero or negative. In our case, we have a dynamic model instead 

of a statistical model. The coefficients in our Hamiltonians arc all microscopic constants 

tha t  do not depend on tem perature (to first order approximation), and the coefficient of 0 2 

(i.e., E j )  does not change sign. These are significantly different from the standard  Landau 

phenomenology for phase transitions. Indeed, in the sm all-0  approximation, the 0 2 term 

of the JJ energy expansion in 0  provides stability to the 0 = 0  solution.

The essential idea of our approach is as follows. The dominant 0 2 term provides a. 

confining harmonic oscillator potential, which produces t ime-independent  fluctuations in 

the canonical conjugate coordinates. It is the (smaller) 0 4 term that  induces time-dependent. 

modulations on the fluctuations of the conjugate variables. Iligher-ordcr terms (e.g., <ff\ 

and 0 8) also modulate in time the time-independent harmonic fluctuations, but since these 

higher-order terms are much smaller than the (already small) 0'1 term, we will ignore them 

here. Notice tha t  even for the large-0 case when 0 = 1 ,  the <j>4 term is 1‘2 times smaller  than 

the 0 2 case (see Eq. (5.10)). Thus, the small-0 limit we use here is robust for a relatively 

wide range of values of 0 .

J o se p h so n  Ju n c t io n  in a S u p ercon d u ct in g  R ing

When a Josephson junction is in a superconducting ring, the situation is different. Now 

the potential is a parabola modulated by a cosine function in 0-spa.ee. Therefore, there 

generally exists a global potential minimum, where the state  is localized. Furthermore, if 

the system falls into one of the local potential minima, it tends to eventually relax into 

the global one. Otherwise, these local metastable potential minima should have similar 

quantum  fluctuation properties as in the case of the washboard potential. Now let us take 

a closer look at the relevant Hamiltonians.

If there is  an external flux <hc =  <I>o0 c / 27t  through the superconducting ring, the Hamil

tonian is

=  ^ Y n '2 + V3 , (5.20)

V3 =  ~ E j  COS 0  +  ( < £  -  < ^ e ) 2  • (5.21 )

The potential minima are at 0 „i3 where d V / d ( / ) \ lt>,n3  =  0 and 9 2 V / d(f> 2 \,j,rn3 >  0. In other 

words, 0 m3 satisfies E j  sin 0 m3 +  $o (0 m3 -  <t>e)/4ir2L — 0 and E j  cos0,„3 +  <I>q/47t 2L > 0 .
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In the neighborhood of (f>m3 , the phase can be expressed as 0  =  0 TO3 +  0 iOCa l- The potential 

then has the form

4>2
T3 =  ~ E j  COs((^>m 3 4" 0 1 o c a l)  T g .̂2 J  (*̂ m3 T  0 1 o ca l — 0 e )

=  E j  (CO S <p-,n3 eO S 0 1 Ocal sin 0m3 sill 0 1 o c a l)

d>2
+  : 2~Y  { ( 0 »n3  — 0 e ) 2 +  2 ( 0 m 3  _  0 e ) 0 lo ca l +  0 k ,c a l}  • ( 5 . 2 2 )8t:2L

Now we again expand cos0iocai and sin 0 iOCa l as in Eq. (5..14) and (5.15); the potential V3 

can then be simplified to

V* =
f  j 1 (  \

•I — E j  COS 0777,3 +  g ^ ' f  j"  { 4>m.z —  0 e ) 2 Z +  ^  COS ^ m 3  +  ]~2 j  ) ^ lo c a l  

-  ^  { E j  sin 0 „l3) 0 focal -  ~  {E j  cos 0 m3) 0i'ocal, (5.23)

while

E j  sin 0 m3 =  - ( 0 m3 -  0 e)<h^/47r2i  , (5.24)

E j  c o s0 m3 > — 4>o/47t 2X . (5.25)

Therefore, the Hamiltonian for a  Josephson junction in a superconducting ring threaded

with an external flux 4>e takes the simplified form

E 3 =  ~2~^2 T E j  COS 0777,3 +  g y i-2 /, (^m3 — <̂e)2| '  T 2 COS(l)m3 +  4 ^ 2  /  ^ ^k> cal

1 • 1
-  -  { E j  sin 07773) 0focai -  ^  (£ ./  COS 0 m 3) 01ocal ■ (5-‘26)

When the external flux through the ring is zero, the form of the Hamiltonian will remain

the same, but the equations satisfied by 0 ,„ 4 are different:

E j  sin 0 ,n4 =  (5.27)

E j  c o s  0 m4 > (5.28)

Furthermore, it can be seen from the above equations th a t  0 m4 =  0 is the global potential 

energy minimum. The expansion around this point is even simpler than  around a metastable 

point:

H 4 = ^ n 2 -  E j  + -2 ( e ,  +  0 2ocal -  ~  E',/0 )‘ocai , (5.29)

0 m4 =  0 .  (5.30)
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Notice th a t  the third-order term in ^iOCal has vanished. Indeed, from the form of the origii 

potential, it can be seen tha t  the external flux only shifts the position of the minimum of 

the parabolic potential. If =  0, the global minimum of the total potential is at (j> =  0. 

Moreover, the change of <be does not directly affect the quantum  fluctuation properties of 

the total potential because it only leads to a horizontal shift in the parabolic part of the 

potential.

5.3 Second Quantized form

5 .3 .1  S in g le  I s o la t e d  J u n c t io n

Let us first, consider a free oscillator,

I h  = ^ f n 2 +  ^ 2 -  -  E j .  (5.31)

We introduce a pair of creation and annihilation operators

* = 7 1 0 + ,:U7) "j- (5'32)

and also the following definitions

ficuj =  s j E j E c , (5.34)

A, =  M ,  (5JB )

so tha t

1 / 1/4 , 1 , u 
* = T ill;) (“, + “l) = 7S7(“' +“')’ (5.36)

k  . / A , '
( j F ~ )  ( « i - a i) =  (5-37)iy/2

Notice th a t  the  number states for <i\ and a\ are not the Cooper-pair-number eigenstates. 

Instead, they are the eigenstates of the operator a\a\ .  In the a-representation, the charge- 

number operator n plays a role which is similar to the momentum in a simple harmonic 

oscillator (see Appendix F). The Hamiltonian for an isolated single junction now takes the



=  h u j ( l  ^ ed« — ( a 2 _|_ a t 2\
V 8 A J  16A, V /

— ■ 1 ( 4  4 +  4 4 3a +  6 a) 2 a2 -f 4oVt3 +  a'1) +  constant. (5.38)
96Ai V *

From its definition, u \  is the plasma frequency of the junction and our quantum here [83].

The lowest-order terms of II\ are proportional to af  and a \ 2 , and there is no linear term.

5 .3 .2  C u r r e n t - B ia s e d  J u n c t io n

In the cases of a current-biased junction and a, junction within a superconducting ring, the 

Hamiltonians are more complicated because of the linear shifts in the potentials produced 

by the current and the flux.

For a current-biased junction, in the vicinity of any local potential minimum, the Hamil

tonian is

E c  2 , E j  

l h  - ~ T n ~2 ~y
(  1 * 0  V  , 2  ^ ^ , 3  E j  / 1 , r . . Q .
\ 2 ttE j )  ^ local 127T cal 24 V V2tr.E.J ^ local' ( *

where we have already dropped the constant term, which does not affect the quantum noise. 

To take into account the shift in the potential, we redefine the Josephson coupling energy 

as

. (5,10)
V ‘27T E j )

The eigenfrequency of the system and the junction param eter then have to be redefined as

=  j V E j 2E c  , (5.41)
h

E c

and the creation and annihilation operators become

so tha t

-  i f ® ) ' ' * —  © ' " ■ } ■  

*  ■ a K f e r * - - ' © ' ” - ) -

1 /  F ' \   ̂/  '*
‘/’local =  («2 +  4 ) ,  (5.45)

U =  i \ /2  \ ~ E c  )  ( a 2 ~ a 2 ) - ( 5 M )
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Now the Hamiltonian / / 2 takes the form

H 2

2 /  8 s / 2 n \ 32/2
(4 + n-z) -  {8f4«2 + 1 + 2 (<42 + 11|) }

 F  3 / 2  ( a 2 3 ^  3 f 4 2 « 2  +  3 « 2 a 2 +  a 2
2 4 V 2 i r \ 3/ 2 K

-[-constant +  higher order terms . (5.48)

The difference between II\ and I I 2 lies in the linear term in / / 2, which represents a driving 

force (the effect of the biasing current).

5 .3 .3  J o s e p h s o n  J u n c t io n  in  a  S u p e r c o n d u c t i n g  R in g

When the Josephson junction is in a superconducting ring, the situation is somewhat similar 

to the current-biased junction. Recall tha t  the Hamiltonian (with an external flux) is

Consequently, the renormalized Josephson coupling energy and the eigenfrequency of the 

system are

~ 24 C° S ^ ° cal +  conslant (5.49)

where (f>m 3  satisfies

(5.50)

E j s  — E j  c o s  (j) m 3  +  ^ 2  j (5.51)

<̂ 3 =  j y E c E j s , (5.52)

(5.53)

The creation and annihilation operators are now defined as

(5 .55)

(5.54)
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so th a t  </>iocal and n  can be expressed as

</>local =  ( _ y ~ )  ( ° 3 +  “ 3 )  ’ ( 5 .5 6 )

n  =  - 4 =  ( (a3 -  a | )  . (5.57)
i s /2  V E C 

The Hamiltonian H 3 is now

rr t (  f . 1 \  h u3 E j  sin (j)m 3  / t \ 3
=  ( ° 3 ° 3  +  rz )  -  H / i , u  ( « 3  +  ° 3 )

ftcj3 E j  cos  ̂ t yl
9 6 A3 E j  c o s  (j)i n 3  +  § 1 / A - k 2 L  V <3 ft3/

f  f . 1 \  E j  sin (j)m 3  ( t \
=  ^ 3 . 3  +  -  j  -  ^  ^  ( « 3  +  « 3 )

/ ltU3 E j  COS (j)m 3  f  t  ^ f 2 , 2 ^ 1

"  9 6 ^  E J3 1 ‘ 2“5"3 +  '! +  6 H  +  '■>) I
h u )  3 E j  sin (f>m 3  /  f 3 „ f 2 , o t I 3\
7 j m   E , ,  H  +  3 03 +  3«> 3  +  a3)

(a J'1 + 4 a |3«3 + 6 a |2«3 + 4r44  + 4 )

f  E j  c o s  </>m 3  \  t  h u > 3 E j  s i n  (f)m 3  /  + \

^  ( '  “  “ w ^ r )  -  - u m ^ t  l “3 + '«>

[a \ 2 +  4 )  +  constant -f higher order terms . ( 5 . 5 9 )
l b \ 3 E j 3  \  ‘ /

If the external flux through the superconducting ring vanishes, we can still use all the 

definitions and formulae above, by simply substituting (j)R by 0.  However, if we further 

limit our focus onto the global minimum, the expressions for the Hamiltonian II4 and the 

relevant quantities become more compact because in this case =  0.  We thus have

e m  =  E j  +  - ^ % - ,  ( 5 . 6 0 )
4irzL

=  Y} V E c E j 4  , ( 5 . 6 1 )

1 2 v ^ A i  E j 3
hui3 E j  c o s  <j>m 3  

96A3 E j 3

( 1  E j  cc 
11 “

h u 3E j  cos 4>m3

X, =  (5.92,

cos <f>m 4  =  1 , (5.63)

^local —

Tl

+ (5'65) 

- 0 ’

Hi  =  ' ‘“ ‘ O  ■ + ai> <5-67)
+constan t +  higher order terms . (5.68)
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The parameters for all the above configurations are summarized in Table 5.2.

5 .3 .4  A p p r o x im a t e  F o r m  o f  t h e  H a m i l t o n i a n s

From the Schrodinger equation, the s tate  vector of an arbitrary  system (with a  time- 

independent Hamiltonian) can be formally written as

=  e i H t / ' 1 | 0(O)) . (5.69)

In general, |'0(<)) caa he expanded in a coherent s ta te  basis:

|ijj(t)) =  J  d2a  d2(5 \a)(a\eiHt/ ,l\(3){f3\4>(Q)) . (5.70)

In the short-time limit, =  1 -f i J I t /h .  Furthermore, let us restrict ourself to the

cases when IV’(O)) is the ground state  or a low-energy excited state. When this condition 

is true, (/3|i/>(0)} should have its largest value for small |/3|. Since 1. is small, |V-’(O) should 

not be too different from |^>(0)). Therefore, the above integral is significant only when 

|ct| is small. W ith both a  and /3 small, i.e., |a |  <C 1 and |/3| <C 1, (cv| ( « t 3 +  rt3j  |/f) = 

m ax { |a |3, |/3|3} <  max{|cv|2, \ f i \ 2 }  =  (oj (« t2 +  a 2 J \ /3).  In addition, the higher order terms 

also have very small coefficients. Therefore, as a  first-order approximation, we can drop all 

the terms tha t  are to third or higher-orders in a and aF  Such an approximation greatly 

simplifies the Hamiltonians in the various cases. For instance, the Hamiltonian for the single 

isolated junction becomes

/ / ,  = m  ( i  -  T - ) «!«, -  (« ;  +  « p ) . (5 .7 J )

The Hamiltonian of the current-biased junction takes the form

l h  = ( l  -  2 j - )  4 a2 +  +  ,l2) _  ( „ t 2 + (5 72)

The Hamiltonian of a Josephson junction in a superconducting ring becomes

jj h , ( ,  E j  cos \  t Iilo^Ej sin (f>m 3  / t \ h u 3E j  cos <£m3 / f2 , 2\
H s  =  I  -  W r J  -  4 j 2 X i E . n  H  + -------- --------- +  “»)  '

(5.73)

Finally, when there is no external flux through the ring, and we consider only the global 

potential minimum, the Hamiltonian is

1,4  =  ,UJi (“"  +  “2) • (6 -74)
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C ase 1 C ase 2 C ase 3 C ase 4

E ffective JJ coupling E j i tq II tq E j 2 =  E j y J \  -  ( j ^ E j ) 2 E j 3 =  E j  COS 4>m3 + $ o / 4 T2 L E J t =  E j  +  $ 20 / 4 t 2 L

Energy quantum  fto>, h u>i =  V E j  E c huj 2 — y j  E j 2 E c hoj3 =  i /  E j 3  E c huii =  x / E j i E c

JJ param eter A, Ai =  \ j E j j E c A2 =  \ /  E j 2 /  E c A3 — \ /  E j s j E c A4 =  \ J  E j i  /  E c

nonlinearity param eter Si Sx =  I / I 6 A1 8 2  I / I 6 A2 63 =  E j  C O S < f > m 3 / 1 6 \ 3 E j 3 84  =  j E 2 E d E * J  16

R enorm alized frequency w w i ( l  — 2Si ) t*>2 ( 1  — 2 6 2 ) 023 ( 1  — 2 6 3 ) 0 )4 ( 1  — 28t )

Linear coefficient 0 , 0 0 2  =  / $ o / 8 i / 2 J tA 2 ^ 2 0 3  =  -  hut 3 E j  sin <j>rn3 /  4 \/2 A 3 E j 3 0

D isp lacem ent factor d i 0 —0 2 ( 1  +  2 S2 ) / h u l 2 — 0 3 ( 1  +  2 8 3 )  j  h w 3 0

Q uadratic coefficient /?; - S i — 82 - 8 3 - « 4

|Squeezing factor| =  Si S i 82 8 3 S t

Table 5.2: The parameters for the different Josephson junction configurations considered in 
Chapters 4 and 5. In the table, E j  is the Josephson coupling energy for an ideal junction; 
E c  is the charging energy associated with the relevant junction; $o =  h/2e  is the super
conducting magnetic flux quantum; <f>m3 is the phase of a local potential minimum for case 
3; L is the inductance of the superconducting ring; and finally, I  is the biasing current for 
case 2 .



The four simplified Hamiltonians belong to two groups. The first group (denoted by il  .\) 

includes H\  and I I 4 , with a free oscillator term and two second-order perturbation terms. 

The second group (denoted by H b )  includes H 2 and / /3, which have two linear terms in 

addition to  the free oscillator term and the second-order perturbation terms. Below we will 

find th a t  these linear terms lead to higher-energy ground states for the relevant systems.

Why the four diverse situations we originally considered can be simplified into only two 

categories? The reason lies in the  special form of the Josephson coupling energy. Although 

each one of these Hamiltonians has its particular character, they all share the charging and 

Josephson coupling energy terms. When E j  is the dominant energy scale in the system, 

the Josephson coupling is the governing factor in all of these systems, which leads to similar 

properties. More specifically, the linear and quadratic energy terms are more of global 

importance. If we focus 011 a local potential minimum, the special features should mostly 

be determined by the sinusoidal function.

5.4 Ground and Excited States o f Various Hamiltonians

In this section we focus 011 the ground states of the various systems we are interested in.

5.4.1 G r o u n d  a n d  E x c i t e d  S t a t e s  o f  t h e  H a m i l t o n i a n s  / / t a n d  I I 4

The Hamiltonian / / j  for an isolated junction and II4 for a junction in a superconducting 

ring (at zero flux) a t the global potential minimum have the same form l l , \ :

I Ia  = liLoc^a +  jiu2 +  j T a ^ 2 . (5.75)

This Hamiltonian can be easily diagonalized by introducing operators b and 6b

b =  fia + v a l ,  (5.76)

bt =  fi*(J -f i/*a . (5.77)

From these expressions we obtain

b^b =  ( |/ t |2 +  \i/\2 )a^a +  jiv*a2 +  /.i*i/a^ 2 -f \v \2 . (5.78)

Therefore, if we require tha t

P = 1 12 1  1 12 ’ 5-79m  +  M
the Hamiltonian H a is diagonalized to



To satisfy the boson com m utator [b, 5*] =  1, /.i and v  must satisfy the equality

|/r|2 -  M 2 =  1. (5.81)

From this equation and Eq. (5.79), we can solve for the transformation coefficients // and v 

up to a  global phase factor:

, , 2  1  1 

W  ~  2 V l - ^  + 2

“  1 - M 2 , (5.82)

I =  , 1 1
2v/l -  4S2 2

“  6 2 , (5.83)

H 2 +  M 2 ■- 1v/1  -  U 2

“  l  + '2S2 , (5.84)

0 /t -0 1 /  =  0/3 +  2 m 7 T , (5.85)

<5 = P .  (5.86)

Here m  is an arbitrary  integer, and 6 is a small quantity because the perturbation terms 

are much smaller than  the free oscillator term. Now the Hamiltonian takes on the simpler 

form

H a  =  Ti u j \ J \  —  AS2 b ^ b  — i / i t u  ^ 1  — \ J l  — 4 S 2 J

= hu>( 1 — 2<52) b^b — hub 2 . (5.87)

The ground sta te  of this Hamiltonian satisfies

6|0)6 =  0 .  (5.88)

A squeezing operator ,5'(£) [11, 58] can be introduced to represent the transformation 

between b  and a:

S ( 0  = exp ( ^ - a 2 -  | a t2^ , (5.89)

where £ =  seld is a  complex squeezing factor. Its physical meaning is described in [58] and 

also in Figs. 5.1 and 5.2. Briefly, the squeezing operator acting on the vacuum or a coherent 

s ta te  periodically reduces or “squeezes” the uncertainty of one of the conjugate coordinates 

(e.g., n and 0, or x  and p) below its minimum uncertainty or coherent-state value. It can 

be easily shown tha t

S -1 (£) a 5(£) — a cosh s — (i'el0 sinh s . (5.90)
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Therefore, if we let

/i =  cosh s ,  (5.91)

v  =  —eJ<?s in h s ,  (5.92)

then

b = S ~ 1( t ) a S ( , e). (5.93)

Together with Eqs. (5.82) and (5.83), we can express the squeezing factor £ in terms of <5 

and <j>p:

s =  arccosh/z, (5.9-1)

6  = -</>(] -  7r . (5.95)

Recall tha t  the ground state  of the system satisfies 6|0)t =  0, thus

5 - 1(£ )a 5 ( £ ) |0 )6 =  0 ,  (5.96)

which leads to

a{S(£)|0}6} = 0 .  (5.97)

In other words, 5 (£)|0 )j  is the vacuum sta te  for a:

5 ( f ) |0 ) 6 =  |0)a , (5.98)

or |0)t =  5 - 1(£)|0)a. Namely, the ground s ta te  of the Hamiltonian H a is

| ground)^ =  5 _ 1(£)|0)o =  ,5 '(-£)|0)a , (5.99)

where |0)a is the vacuum sta te  in the a-representation. In other words, the ground s ta te  of 

H a  is a squeezed vacuum sta te  with a squeezing factor of —£. Intuitively, the dominant (j)2 

term  in the original Hi  and //,t provides a confining harmonic oscillator potential (repre

sented by the a^a term  in Ha),  which produces the minimum fluctuations allowed by the 

uncertainty principle in the canonical conjugate coordinates. It is the (smaller) </>'* term in 

the original H\  and H 4 (which gives rise to the a2 and cd2 terms) tha t  induces modulations

on the fluctuations of the conjugate variables, therefore leading to the squeezing effect.

The excited states of the Hamiltonian H a are number states in the 6-representation:

6tn
lexcited)^ =  |n)b = —t==|0>6 ■ (5.100)

y n \
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Figure 5.1: Schematic diagram of the uncertainty areas in the phase difference and charge 
number (4>, n)  phase space of: (a) the vacuum state, (b) a “number” state , (c) a coherent 
state , and (d) a squeezed state. In these diagrams, the phases are measured in units of 
( E c / E j ) 1/ 4, while the charge numbers in units of ( E j / E c ) 1̂ 4- In addition, the “number” 
state  here is not an eigenstate of the charge number operator n. It is actually an eigenstate 
of the harmonic part of the Hamiltonians. Notice that  the coherent s ta te  has the same 
uncertainty area as the vacuum state, and th a t  both areas are circular, while the squeezed 
sta te  has an elliptical uncertainty area. Therefore, in the direction parallel to the 9/2  line, 
the squeezed sta te  has a smaller noise than both the vacuum and coherent states.
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Figure 5.2: Schematic diagram of the time evolution of both the expectation value (</>)(I)
and the fluctuation ( (A (j>)2 )(t) of the phase operator <j> for different states: vacuum (a), 
number (b), coherent (c), as well as squeezed (d) and (e). Here dashed lines represent 
(<j>){t), while solid lines represent the envelopes (<j>) ±  ^ ( ( A ^ ) 2), which provide the upper 
and lower bounds for the fluctuating quantity (a) For the vacuum s ta te  |0), (</>)(/) =  0 
and ( ( A = 2 y /E c  /  E j .  (b) For a number s ta te  |?i), (</>)(/) =  0 and ((A </>)2 )(t) =  2//.+ 1. 
(c) For a coherent s tate  |q), (<;b)(t) =  2Re(ote~lujt) =  2\a\ cosu t ,  which means th a t  a  is real, 
and ((A (f>)2 )(t) = 2. (d) For a squeezed state  |a e ~ lujt, where the squeezing factor ^(/)
satisfies £(i) = re~2lujt, (<f>)(t) =  2 \a\ cosu t ,  which means tha t  a  is real, and its fluctuation 
is ( (A (f>)2 )(t) = 2 (e~2r cos2 u t  +  e2r sin2 u;f). (e) A squeezed sta te , as in (d). Now the 
expectation value of (f> is (<j>)(t) =  2 |c*| s m u t ,  which means th a t  a  is purely imaginary, and 
the fluctuation ( (A 4>)2) has the same time-dependence as in (d). Notice th a t  the squeezing 
effect now appears at the times when (4>}(t) reaches its m axima while in (d) the squeezing 
effect is present at the times when {cf>)(t) is close to zero.
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Since b1 is related to  a* by =  S  1(^)a^'5(^), the excited states of Ha  can be simplified as 

|excited)^ =  ~^= (^S~l (0 ai S{ 0 ) *S""1(OI°)o

=  - 1 = 5 - 1( 0  «+” |0 )o
Vra!

-  S~HO\n)a

= S ( - 0 \ n ) a - (5 .101)

In other words, the excited states of H a are not the number states in the a-representation, 

|n )Q, nor the number states |n )n in the charge-number representation, where the Cooper- 

pair number is a  good quantum  number. Instead, |excited)/i is a “squeezed” version of the 

number states |«.)a (see Section 5.5.3 for more details).

For the isolated-junction Hamiltonian 7/j, the parameters in I I a should be substituted

by

0  =  (5.103)

*  = w r w h i -  ( 5 ' 1 0 "

In the large-ratio limit, Aj =  y j E j / E c  >  1, between the Josephson coupling energy and 

the charging energy, the  quantity  8 \ =  1/16A) <C 1 is very small. Therefore,

H 2 3  1 +  <52 =  1 +  ( j ^ - ) 2 , (5-105)

'"|2 a s ' -  ( i k Y  ■ < 5 ' I 0 , i )

Notice th a t  the  phase of (3 is 7r, so th a t  we can set =  0 and 4>u — tt. Furthermore, the 

squeezing factor is

1 1 E c (5.107)
I 6A1 16 V £ /  ’ 

with the phase angle of satisfying 0 1 =  0.

For [[4 , which is the  Hamiltonian of a Josephson junction at the global potential mini

mum in a superconducting loop without external flux, the parameters are



Thus, now we have

16 E % 2 16 V E J4

and the squeezing factor becomes

«. a  C5.uo)

< * ’ * * *  ( 5 ' U 1 )

with the pliase angle of £,] satisfying 0 ,\ =  0 .

5 .4 .2  G r o u n d  a n d  E x c i t e d  S t a t e s  o f  t h e  H a m i l t o n i a n s  H 2 a n d  / / 3

Recall tha t  the Hamiltonian / / 2 describes a current-biased Josephson junction and / / 3 a 

Josephson junction in a superconducting ling with external flux. Both I I 2 and / / 3 have the 

similar form / / a :

IIB =  hurn^a +  a a +  a*al  +  /3a2 +  (I*a) 2 . (5.112)

Systems represented by I I 2 are diagonalizable, as in the the case of IIt\ . Again, we can 

introduce a  pair of operators b and b̂ :

b =  /j,a +  va)  , (5.113)

$  = + (5.114)

Namely, b =  5 _1( — £) a 5 ( —£), where 5 ( —£) = exp(— £*a2/ ‘2 + £a^/2)  is a squeezing operator 

and —£ =  se ' ( 0+TC'1 is the squeezing factor; £ is related to / 1 and v  by /i =  cosh s and 

=  — el° sinh s. If we define

£ = j ^ ,  (5.115)

fi and v  then satisfy

|/t |2 =  1 +  ^2 , (5.116)

\u \2 “  <32 , (5.117)

= (l>p- (5.118)

The Hamiltonian can thus be simplified to

HB =  \ ^ + \ u\2htb ~ + j„ |2  +  (aIl* -  a ^*)b +  (a *Il -  Q t / ) 6t

= h u { \  — 2 S2 )b^b — hub 2 +  76  +  7 *6  ̂? (5.119)

where

7  =  ayi* -  a V *  . (5.120)
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Now we introduce the  operator c which diagonalizes Hb

c =  b +  t ~ ( 1  +  2$2) , 
nu>

so tha t

cfc =  +  ^ - ( 1  +  2<52)6 +  £ ^ (1  +  282)b^ +  { £ ( 1  +  2 S2) } ,

and

H b  =  M 1 -  2<52)ct c -  /iwtf2 -  J £ ( l  +  262) .
Tiuj

The ground s ta te  of this Hamiltonian satisfies

c\0)c =  0 .

If we define a displacement operator D  as

D b{rf) =  exp (j]bj -  r)*b̂ j ,

which “displaces” b by t)

D b H i t ib V b iv )  = b + i i ,

we can express the operator c as

c = ( £ 0 b M£)

where

Thus

or

Therefore,

In other words,

w' =  w(l -  282) . 

D ^ ( r / ^ ' ) b D b(7 */fru,')\0 )c = 0 , 

b { D b(-y*/ hu')  |0}c} =  0 . 

A ( 7 7 ^ ' ) | o ) c =  |o)6 .

(5.121)

(5.122)

(5.123)

(5.124)

'(5.125)

(5.126)

(5.127)

(5 .1 2 8 )

(5.129)

(5.130)

(5.131)

(5.132)
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According to  the discussion in the previous section

|0}6 =  5 - 1(O |0 )a . (5.133)

Therefore, the ground s ta te  of I I b  can be expressed as

|ground)B =  |0)c =  D £ l S ~ ‘(f) |0)a • (5.134)

Recall th a t  D _ 1 { ?/) =  D ( —i]) and 5'~1( 0  =  5 ( —£). Thus the ground state  of H b  is 

l °) c =  D b  ( - £ ; )  S a ( - O \ 0 ) a

= D a -1- [«*(| / i |2 +  M 2) -  2ay tV ]^  5a( - f ) | 0 ) o

=  J - ---------- J 5 'a ( - O |0 ) a ,  (5.135)

which is a squeezed coherent s ta te  in the “a ” representation, with £ =  8 .

The excited eigenstates of I Ib  can be obtained in a similar manner as for II ,\. They are 

the number states in the c-representation

|excited)jg =  |n )c (5.136)

( A n 
-  v ;  |o)c

\ fn\
1

y/n\
 ;1 "

D

' (£0 ( £ 7 ) ] "  v  ( £ )

*(£)*■«>&»>■
= D"  ( £ )
=  A ( - ^ 7 ) 5 a ( - O I « > a .  (5.137)

Therefore, the excited states of I Ib  are displaced and squeezed number states in the a- 

representation.

In the case of / / 2, which describes a current-biased Josephson junction, the parameters

are

UJ = (5.138)

0
(5.139)a  ~

8x/27tA2/2 ’

p  =
hu  2
16A2 ' (5.140)
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Consequently, a* = a,  <j>p = 7r, and (f>u =  7r. If we define 62 =  \ f l \ /hu — 1 / (1 6 A2 — 2) = 

I / I 6A2, which is a very small quantity, the squeezing factor £2 has the form

£2 =  h  =  i r >  ̂ (5.141)
I 6 A2

and the displacement d is

a* — 2 a 6 el^ u~'i)̂
do —

hu
«2 ( l  +  4<52) .  (5.142)

hu> 2

In the case of / / 3, which describes a Josephson junction in a superconducting ring with 

an external flux, the parameters are

u  = ^  ( 1 ~  8A3^73 COS(^m3)  ’ (5.143)

a  =  -sin d>m3 , (5.144)
4v4A 3/S,/3
Tilô E i

(3 =  ~   -yr.cos^m3 , (5.145)I 0A3 /SJ3
|/?| ^  E j  cos </>m3

/ iw 3  1 6 A 3 £ j 3 

Here (53 is again a  very small quantity. The squeezing factor is now

(5.146)

E 1 cos (hm 3
6  =  S3 = . . . .  I  \  (5.147)lo A3 L/J3

and the displacement d now becomes

a* -  2
d:\

hu) 
E j  sin <̂>m3
4\/2A37y/3

( l  +  4<53) =  d3 . (5.148)

5.5 Expectation Values and Fluctuations o f the Num ber and 
Phase Operators

In the previous section we have obtained approximate ground state  wavefunctions by ne

glecting the higher-order terms in the JJ  interaction. Now we compute the quantum fluc

tuations for the phase and charge number in these approximate ground and excited states.
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5 .5 .1  S q u e e z e d  V a c u u m  S t a t e

Let us first consider H\  and I I4 , for which the ground sta te  can be written in the form 

Iground) =  5 ( —£)|0), which is a squeezed vacuum state. Recall tha t

S,- 1( 0 a 6 ' ( 0  =  « cosh ,s — cf sinh s , (5.149)

5 -1 ( —£) a S ( —£) = a cosh s +  afe t6 sinh s , (5.150)

where £ =  sel6. In a squeezed vacuum state | 0 , -£}  =  S ( —£)|0), we can calculate the 

fluctuation

([A(« + at)]2) =  ((a +  a t )2) -  ((a +  a t ) )2 (5.151)

=  (0 | 5 “ 1( - 0 ( a t2 +  « 2 +  2a fa +  1 )S (-£ ) |0 )

=  e10 sinh .s cosh 5 +  e~ t0 sinh s cosh s +  1 +  2 sinh2 s

= e~2s sin2 -  -f e2s cos2 -  . (5.152)
2 2

On the other hand,

([A(a -  a f )]2} =  {(a -  o f 2) -  {(a -  o f }2 (5.153)

=  (0 |£’~1(£)(a '*'2 +  a2 -  2 o 'a  -  1)5(£)|0)

=  et0 s i n h  s c o s h  s  +  e~l° s i n h  s c o s h  5 — 1 — 2  s i n h 2 s

=  - e ~ 2s cos2 -  -  e2s sin2 -  . (5.154)
2 2 v ;

For an isolated single junction, the phase and number operators are related to a and (J

by

*  = <« +  « '> =  ^ ( a +  <■'), (5-155)

’* = ^  { % )  '  (5-156)

Therefore, the ground s ta te  fluctuations for an isolated single junction are 

( (A ^ local)2) =  ± - ( [ A ( a  + a' )}2)

j Eg  
4  E j

~2 si (5 .157)
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A l  s i t ! 2 ^  4- P 2 s l r n s 2 —

% e"2" • <5 -158>

where

A, =  ^ g ,  (5.159)

0X =  0 ,  (5.160)

*■ =  i £ r -  (5 J#1)

For a  Josephson junction in a superconducting ring, with no external flux and at the 

global potential minimum, the local phase and number operators are

<^]ocai =  ( F c ' / d - F ' j , ) ) 1^ 1 ( a  +  ( J )

n  =  - i ( F ,./,1/4 .E c)1/ '1( a - « t ) .  (5.162)

The Hamiltonian of this system is I I 4 , which has the same ground s ta te  as II\  for the 

isolated single junction case. Thus the ground s ta te  fluctuations are

{ ( A f c o j ) 2) =  i ( [ A ( o  + «t)]2)

E c  1  , - 2"  cos2 - -  +  e2’< sin2
AEm  V 2 2

ezs< , (5.163)E °  o2*4
V 4 T./'i

( (A n)2) =  - ^ i < [ A ( « - « ' ) ] 2)

' § l ( c - 2. . s i n2 |  +  e2. . c o s 2 |

(5.104)

where

E j '  =  +  <5 - 1 6 5 >

04 =  0 ,  (5.166)

1 l E 2rEC
,4  =  (5.167)

Figure 5.3(a) schematically illustrates the uncertainty area of a  squeezed vacuum state.

Both the average values of charge number n and phase difference 4> vanish. The uncertainty
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a r e a  i n  t h e  n-(f> p h a s e  s p a c e  i s  s q u e e z e d  a l o n g  t h e  71- d i r e c t i o n ,  w h i c h  i n d i c a t e s  s m a l l e r  

f l u c t u a t i o n s  f o r  t h e  c h a r g e  n u m b e r  n c o m p a r e d  t o  t h e  z e r o t h - o r d e r  a p p r o x i m a t i o n  w h e r e  

t h e  c o s  (f> t e r m  is  e x p a n d e d  t o  t h e  s e c o n d - o r d e r  i n  4>-

5 .5 .2  S q u e e z e d  C o h e r e n t  S t a t e

In the case of the current-biased junction, the ground state  takes the form of |ground)g

(5.168)|ground)2 =  D a ( ) ■5' a ( - 6 ) |0 ) a  ,

which is a squeezed coherent state . We can calculate the expectations and fluctuations:

K , t \ \  2a!2(l +  262)
<(«2 +  «2)) =  -------I1UJ2

<[A(« 2 +  «$)]2> =  e " 2*’ sin2 |  +  e2”  cos2 | ,

((«2 -  4 )) 

( [ a («2 -  4 ) ] 2)

0 ,

tM2\ _  _ e- 2,2 cos2 h .  _  e2S2 sin2
2 2 

Here —£2 =  s 2e*^2+Tr) is the squeezing factor.

The local phase and number operators now have the following properties

L I E s l - ' 1'(^ lo ca l)

( (  A ^ l o c a l )

y/ 2  \ E j 2 

4 E C 
E j 2

( ( a  +  fJ)}

1 / 4

2A
-([A(a +  «t)]

a 2
liui 2 

tilA

(1 +  262) ,

E c
4 E j 2

e- 2»2 sin2 g2s2 2 *2 
2 2

\
E C

(n)

( (A n)2)

„2s2

((a -  a f ))
W 2 V E c
 ^  ( E J2y E a 2 _ a * =  q

iy/ 2  \ E c )  Hu2

+  [A(« -  a ' )? )
A

I E j 2 

4 E c
- 2 s 2 2  ^2 . 2 s 2 • 2  ^22 c o s  b e 2 sin —

2 2

E j s j  1 -  ( M g ^ E j )2 ^
4E c

2S2

(5.169)

(5.170)

(5.171)

(5.172)

(5.173)

(5.174)

(5.175)

(5 .176)
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(a) ii n

"T

- y  (j>

(b) j1 n

ftnih

0  (|)

Figure 5.3: Schematic diagram of the uncertainty area in the phase difference and charge 
number (<j>, n)  phase space of (a) the ground states of I l \  and II4 (which are squeezed 
vacuum states), and (b) the ground s ta te  of I I 2 and I I3 (which are squeezed coherent 
states). The units for <f> and n  are ( E c / E j ) 1/ 4 and ( E j / E c ) 1^4, respectively. It can be 
seen from the diagram (a) th a t  the uncertainty of the charge number n is squeezed by a 
factor of 1/16A, where A =  y / E j / E c ■ In (b) the uncertainty area has been displaced away 
from the origin by an amount d , because linear driving terms are present in both II2 and 
H 3 . Again, the uncertainty of the charge number n  is squeezed by a factor s =  1/16A, with 
A =  \ / E j / E c • The displacement d from the origin is - y / 2 a ( l  +  2S)/hw,  where a  is the 
coefficient of the linear driving term, and 6 reflects the relative strength of the nonlinear 
correction terms.
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where

E,J2 =
e 4 ~ (

/ $ 0 y
2 n E j )  ’

(5.177)

= \ / E J2 E c  , (5.178)

A2 =
/  E j 2 

\ l  E c  ’
(5.179)

I&o0:2 =
8 \ / 2 n \ l / 2

9 (5.180)

02 = 0 , (5.181)

«2 =
1

I 6 A2
(5.182)

In the case of Josephson junction in a superconducting ring with external flux, the 

ground s ta te  is similar to tha t  of the current-biased junction. The parameters are different, 

so tha t  the expectation values and fluctuations of the local phase and number operators 

become

(<^local)  —:

((& < !>  l o c a l ) 2 )  =

(n) =

( (A n)2) =

where L is the inductance of the superconducting ring, <j)m 3  is the phase of the local mini-

x/2  \ E j 3J ( « 3  +  « 3 )

I Er sin2 — +  e2s3 cos2 — 
2 2

1 E c _

2 V E j 3
-253

1
i \ / 2  V E c

1 / ^ 3 y / 4 ( l  +  2^ ) ( a S - a 3)
i \ / 2  \  E c  ) hu):

0 ,

031 E j 3  (  _ 2 2 ^ 3  . 2 s ,  ■ 2 ^ 3

2 \ / ^ l e C° S "2" Sin '2"

1 , / ^ e 2-3
2 V E C

(5.183)

(5.184)

(5.185)

(5.186)
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mum, and

E j 3 = E j  cos <£m3 +  , (5.187)

ti<jj3 = s / E j s E c  , (5.188)

A3 =  (5.189)
c

E . jE c s \n 4 >m 3

a 3  =  4 V 2 £ .„  ' (5 -190)

*3 a  EL T p " ' 3 ■ (S-191)

6»3 =  0 . (5.192)

Figure 5.3(b) schematically illustrates the uncertainty area of a  squeezed coherent state. The 

finite (</>) in this s tate  represents the asymmetry in the potential energy. The uncertainty 

area has the same shape and orientation as that  of the squeezed vacuum state considered 

in the last section, because these two cases share the same nonlinear potential of cos cf>.

5 .5 .3  T h e  E x c i t e d  S t a t e s

Recall th a t  the excited states for / /^  are

K O  = 5 ( - 0 l » ) a .  (5.193)

It can be shown tha t

5, - 1( —£)a.5'(£) =  a cosh s + sinh s , (5.194)

cosh s +  ae~l° sinh s , (5.195)

where £ =  sel° . Therefore, the m atrix  elements can be calculated as

((a +  a f )) =  0 ,  (5.196)

((a +  a f )2) =  ( n , f | ( a  +  a f)2K £ >

=  { n \ S - \ - t ) ( a  + ai)2S(0\n)

= (n| | a  (cosh s +  e~l° sinh ŝ j +  at (cosh s + et0 sinh s j  } |n)

=  (cosh 5 +• e~ t0 sinh s j  (cosh s +  e t0 sinh .sj (n\(aa^ +  a^a)\n)

=  (2 n +  1) ( V 2s sin2 +  e2s cos2 0  , (5.197)

((a — a f )2) =  (n, £| (a — a *)2 \n, £)

=  —(2n +  l )  ( e "23 cos2 ^  +  e2s sin2 Q  . (5.198)
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We can then com pute  the  f luctuations o f  the  charge-number and phase operators:

On the other hand, in a pure number s ta te  (again, not the charge-number eigenstates) in 

the a-representation, the fluctuations of the number and phase are

Therefore, in the excited states of II a,  the fluctuations in the charge number and phase 

are modulated because of the correction in the harmonic oscillator potential. W hether the 

noises will be larger or smaller depends on the phase angle 0  of the squeezing operator £.

In the excited states of / / # ,  the expectation values such as ((a + a^)) do not vanish 

because the states are displaced. For example,

< ( A « 2) = ^ ( ( a  + a ' f )

(5.199)

((A n )2) =

(5.200)

((A  <t>)2) = ^ (n \ {a  +  ar )2 \n)

=  ^ ( 2 n + l ) ,  

( (A n )2) =  “ ( n | ( « -  «f )2|n)

=  ^ ( 2« + l ) .

(5.201)

(5.202)

M e  (a +  a f) |n )c =  (n\a S a \ - { ) D a 1 ( — C) (« +  «f) V a ( - G S ( - 0 \ n )a 

=  H a  S ~ \ - G  (a +  a f -  C -  c )  S ( - t ) \ n ) a

-  (C +  C )  ■ (5.203)

On the other hand, the fluctuations of « +  in the excited states of I I  b  take the same form 

as th a t  in the excited states of I I  a -

2
(5.204)

so tha t

(5 .205)
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where — £ =  s e ^ 0+v  ̂ is the squeezing factor. It is thus evident tha t  the displacement, 

operation in the excited states of I I b  is irrelevant to the fluctuation properties.

5.6 Tim e Evolution Operators o f the Various Hamiltonians

In the previous sections we have obtained the eigenstates of a Josephson junction in var

ious configurations. W ith the help of these eigenstates we can expand any initial s ta te  in 

terms of these eigenstates and study its time-evolution. However, this approach can be 

quite complicated for an arbitrary  initial state. An easier way is to first find the time- 

evolution operator f / ( / , / 0) of the particular Hamiltonian, and then calculate the transfor

mation U^(t, to) f (a ,  aX)U(t , to).

5 .6 .1  T i m e  E v o l u t io n  O p e r a t o r  o f  I I a

The Hamiltonian I I a encompasses both H\  (for an isolated Josephson junction) and / / 4 

(for a  Josephson junction in a superconducting ring without external flux and at the global 

potential minimum):

(such as the displacement and squeezing operators), the general practice is to first change 

to  the interaction picture to eliminate the free oscillator term in the Hamiltonian, and then

I I A =  huicXa  +  13a2 +  (3* a ) 2 

= Ho + Va , (5.206)

where

(5.207)

(5.208)

To obtain a factorized time-evolution operator, so tha t  each term has a special meaning

solve the Schrodinger equation for Ui(t, to)  in the interaction picture. The free-oscillator 

time-evolution operator Uo(t) is

U0 (t) = e~iHot/h = e~iujta' a (5.209)

In the interaction picture, the Schrodinger equation becomes

A

ih-QjUi(t) -  Vj(t) Ui(t), 

i m ) ,  =  u i{ t)  iV’(o))/,

(5.210)

(5.211)
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iuitaJ a

(5 .212)

(5.213)

where Ui(t)  is the time-evolution operator in the interaction picture, and the subscript S

refers to  the Schrodinger picture. Recall that  for a single mode

(5.214)

Vj can thus be simplified to

V7 (t) =  (3a2e~2iwt +  l3*ar 2c2iwt . 

Formally, the time-evolution operator can be written as

2„—2iu>t (5.215)

Ui(t)  =  T exp (5.216)

where T  is the time-ordering operator. This expression cannot be easily simplified because 

V/(Z) is time-dependent; thus, in general, V/(Z)’s at different times do not commute with 

each other. One way to circumvent this problem is to divide the time interval [i0, /,] into 

a large amount of small intervals, so tha t  in each of the intervals Vi(t)  is approximately

the time-evolution operator during tha t  period can be obtained by direct integration. Since 

the time-evolution operator U(t,0 , t ) satisfies f / ( /0, /) =  U(to, h )  U ( t \ , /.), we can therefore 

obtain Ui(1,Q, t) = f//(/cn U ) Ui{i \ , I2 ) ■ • ■ Ui( ln , t). Such an approach may be useful when 

a numerical computation is the sole purpose; although the efficiency of such an algorithm 

might not be very high. Analytically, this approach does not simplify the problem.

To obtain an analytical expression for any function of the creation and annihilation 

operators, we can first transform into the 6-representation, in which / /^  is diagonalized: 

H a =  hubbub. Here we have dropped a constant. Thus the time-evolution operator of the 

system in the 6-representation is simply

a constant. Thus the Schrodinger equation can be integrated in each of the intervals and

Ub(t0 , t )  = = R b(0), (5.217)

where 9 =  u bt. Therefore, the expectation value of a polynomial / (« ,a ^ )  of a and at is

($ (Z ) | / ( a ,a +;; T(;;; =  ( ^ t o ) \ U \ t 0 J . ) f ( a , a ^ U ( t Q, t m t 0)) (5.218)

=  ($(Zo)|ei' ^ 6f6 / ( a , « t ) e - ^ <fct6|4>(Z0)) (5.219)

=  m o ) \ R l ( 0 ) f ( a , a ^ R b( 9 m t o)) .  (5.220)
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Let us now consider how to simplify the expression in between the s ta te  vectors. Recall 

tha t

a =  S'l(s, <f>) 6 Sb(s, 4>) (5.221)

a f =  Sb{s,(t>), (5.222)

where

Sb(s,4>) = exp {e~2l ’̂b2 — e2u/>b^2 ĵ |  (5.223)

is a single-mode squeezing operator in the 6-representation, 0 < s < oo and —ir/ 2  < <j> < 

7r / 2 . We can thus express the function /  in terms of 6 and 6*. More specifically,

/ ( « ,  «*) =  /  ( s l ( s ,  4>) f> Sb(s, </>), s l ( s ,  <f>) 6f Sb(s, <t>)j

= St{s,<l>)f(b,bi)Sb(s,<l>),  (5.224)

since Sb(s, <j>) Sb(s, <j>) =  1. Now we have

t / +(*o, t) / ( a ,  at) f /( t0, /,) =  ^ ( 0 ) 5 t (St ^  /(6> fct) ^

= i?,t(0) 5?(S, ^) 74(0) Rl(0)  / ( 6, fit) i?6(0) /2j(6>) Sb(s, </>) Rb(9)

=  {/?t(0) s l ( s ,  <t>) Rb{9)}  { tfj(0) f (b,  fit) R b(9)}

x { t f t (0 )S 6( ,s ,0 ) f l6(0)} . (5.225)

Since operators S  and R  satisfy [92]

Rl{O)Sb(s,<f>)Rb(0) = Sb(s, </>+$) (5.226)

Rb(9) b R b{9) =  be~ i0 , (5.227 )

so tha t

R ( 9 ) f ( b , t f ) R b(9) = f ( R l ( 0 ) b R b( O ) , R l ( e ) b ' R b(O)) (5.228)

=  f (be~ i0, 6V 0), (5.229)

we can therefore simplify the original expression Eq. (5.225) as

f / t ( t0, t) f ( a ,  a t)  U(t0, t) = { rtj(0) Sl (s ,  <f>) R b(9)}  { ^ ( 0 )  / ( 6, 6f ) R b(0)}

x { R l ( 0 ) S b(s,<j>)Rh(9)}  

= Sl(s,c/) + 9 ) f ( b e - tO, b ^ te) S b(S,(l) + 0)

=  f [ s l ( s ^  +  9 ) b e - t O S b( s , (l> +  0),

Sl(s ,<f>+0)tfeiOS b(s,<j> + 9j\ . (5.230)
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Since the parameters of the squeezing operator S  have been changed (<f> becomes (f> + 0), 

now Sl(s,<f> + 6 ) b S'b(s,<f> + 6 ) is not equal to a anymore. However, it can still be expressed 

as a linear combination of a and at;

S l (s ,  4> +  0) b S'b(s, 4> + 9) =  b cosh s — b^e2t^ +0  ̂ sinh 5

(a  cosh .s — sinh s) cosh 5

+  (a t  cosh s -  ae 2trt’ sinh s j  e2l^ +e* sinh 5

=  a cosh2 r — a^e2,1̂  sinh s cosh s

+ a t e 2 ' ( ^ + ° )  s j n ]1 s  c o s i T s  _  n e 2 t 0  s i n h 2  71

=  a (cosh2 r -  e2l° sinh2 r  j

+a)e2l,t> sinh s coshs ( l  — e2l6 ĵ . (5.231)

In particular, if 9 =  0,

a (cosh2 s — e2id s inh2 ŝ j +  a^e2^ ’ sinh s cosh s ( l  — e2lB j  =  a . (5.232)

Therefore, U^(to, t ) f (a ,a^ )U ( to , t )  now becomes a polynomial of a and a t  and is easier to 

handle. Taking IJ\ as an example, we obtain

Here we have only kept terms up to  first order in 6  = l /16A j. Substituting these parameters 

into expressions [5.230] and [5.231], the expectation value of function /  a t  any time I. can 

then be calculated with an arbitrary  initial state.

5 .6 .2  T i m e  E v o l u t io n  O p e r a t o r  o f  H g

The time-evolution operator for I I  g ,  which describes both J72 (for a current-biased junction) 

and 7/3 (for a Josephson junction in a superconducting ring driven by external magnetic 

flux), can be obtained similarly. We first separate the Hamiltonian I I g  into a free oscillator 

part  H 0 and a correction V g ,

1
(5.233)

(5.234)
16A

<f> =  O'

e

(5.235)

H g  =  t iua)a + aa  +  a*a^ +  (la2 +  {3*a^ 2

= Ho + V g , (5 .236)

120



where

(5.237)

(5.238)

Again, if we transform into the interaction picture, we will only be able to obtain a time- 

evolution operator tha t  is either a formal time-ordered expression, or a product of time- 

evolution operators a t  each small time increment. To achieve a more analytical expression, 

we will now follow the approach we have taken for I I 4 . In other words, we will transform into 

a representation in which II g is diagonalized ( tha t  is, the c-representation we discussed in 

Section 5.4), obtain the time-evolution operator in tha t  representation, do the calculations 

there, and then transform back to  the a-representation. This procedure is presented below.

I11 the c-representation, I lg  is diagonalized I lg  = hwcc^c; here we have dropped a, 

constant. The time-evolution operator of the system in the c-representation is then simply

where 0  =  u>ct.

The transformation from the a-representation to the c-representation is given by

Uc(t0 , t )  = e~iu‘tc' c = R c( 0 ) , (5.239)

b =  S'l(s, </)) a S a(s, 4>) 

c = D l ( a ) b D b( a ) .

(5.240)

(5.241)

The inverse transformations are

a = Sb(s, </>) b S l(s ,  (j>) 

b =  D \ ( - a ) c D c{ - a ) .

(5.242)

(5.243)

Therefore,

a = S b(s,(j>) D l ( - a )  c B c i - a )  Sl(s,<f>). (5.244)

From b = c -  a ,  we can express Sb(s,<j>) in terms of c

(5 .245)
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Using the result we derived in Appendix B.4, this operator can be factorized:

S b{s, <f>) =  exp 1 1  [e~2lV  -  e2!' V 2] +  r [ e ^ 'V c *  -  e~2i*ac ] +  \e~2i(t)a 2 -  e2i' V 2

=  D C(J3) S c(s, <f>) e1 , (5.246)

where /? and 7 are complex numbers determined from a ,  r, and <f>. In particular, 7 is pure 

imaginary. Therefore,

a =  e1  D c((3) Sc(s,<f>) D l ( - a )  c D c{ - a )  Sl(s,<f)) D\{f3) e - 1

=  D c(/3) S c(s,(f)) D \ { - a )  c D c{ - a )  S ]c(s,<f>) . (5.247)

To calculate the expectation value of / ( « ,  c/1), we have 

( $ ( / ) | / ( a , a t ) | $ ( / ) )  =  { * m i r \ t o, t ) f { a , a ' ) U ( t o, t ) \ * ( 0 ) )  (5.248)

=  < $ (o ) | i& 0 ) / ( « , « f ) ^c(tf)l<H0 )>

=  ( $ ( 0 ) | 4 ( f l ) /  [i?c(/3)5c(S, ^ ) ^ ( - a ) c D c( - a ) £ ) t ( ^ ) 5 ct (5 , 0 ) ,

D c(/3)5c( s , ^ ) Z > t ( - a ) Ct JDc( - a ) £ ) t ( ^ ) 5 ct(5 ,^)]  R c(9) |$(0)>

x / ( c ,  cf ) D c( —cv) £+(//) r c(0) |$(0)} . (5.249)

Since operators S ,  D , and 72 satisfy [92]

72ct (^)S'c(S» / 2 c(0) =  S c(s,<j>+9) (5.250)

i & 0 )  Z?c(a )  /26(6») =  D c ( a e i0) (5.251)

R \ { 9 ) b R b{9) = be~i0 , (5.252)

the above m atrix  element can be further simplified to 

( $ ( 2) | / ( a , a t ) | $ ( 2))

=  ($ (0) | D c(PeiB) S c(s ,< i>+9)D t( -ae i0) X f ( c e ~ i0, c V 0) 

x D c( - a e * e) S t ( s ,  <f> + 0) Dt((3el°) 11 (:))

=  ( $ ( 0 ) | /  [Dc{(3ei0) S c{s , 4> +  9) D t ( - a e l0) c e - il) D c( - a e ie) S f a ,  <f>+9) D\{(3ei0),

£ c(/?ei0) 5 c(s, /  +  0) D^-ae*'®) c V 0 £ c( - a e i0) £ t ( s , ^ D \{(ieJ0)] |$ (0 )> .

(5.253)

Since

D c{Peie) c D \ { P e ie) =  c -  fiei0 (5.254)

5 c(r, </> +  6 ) c 5 ^(5 , <j> + 6 ) =  c cosh 5 +  c V ^ -1"0) sinh 5 , (5.255)
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the kernel of the above quantum  average can thus be expressed as a polynomial of c and c \  

which in turn  are linear functions of a and cA In other words, the kernel of Eq. (5.253) is 

also a polynomial of a and a \  whose matrix elements can be calculated in a straightforward 

manner.

5.7 R otating Wave Approximation

In the previous sections, we solved for the approximate eigenstates of the various configu

rations involving Josephson junctions. In this section we study the problem using a very 

different approach. Here we use the standard (see, e.g., [6]) rotating wave approximation 

(RWA) which enfoiT.es energy conservation—since the contribution to the energy correction 

from the non-number-conserving terms vanishes. This approach give us a complementary 

viewpoint on the fluctuation properties of a Josephson junction. The results obtained are 

consistent with our previous calculations. Again, we consider the small-phase approxima

tion and focus on the bottom of a local potential minimum.

For an isolated Josephson junction, from Eq. (5.38), after dropping the constant terms 

which only produce an unimportant energy shift, we obtain the following Hamiltonian

throughout this chapter the system is near its ground state, the above condition for the 

RWA is always satisfied. Similarly, the Hamiltonian H>i for the current-biased junction can 

be simplified from Eq. (5.47) into the form

(5.256)

In Appendix G we demonstrate that  the RWA is only valid when (aht) is small. Since

(5.257)

with
o (5.258)

7 8\/27rA2/2 ’

From now on, let us drop the subscripts and focus on the general properties of the Hamil

tonians.

5 .7 .1  F a c to r iz a t io n  o f  t h e  T im e  E v o lu t io n  O p e r a to r  (T E O )  

T E O  o f  a Free O scillator

To simplify the notation, let us first introduce



V =  — ^ T - .  (5.260)
16A v

The time evolution operators for the free oscillators of cases ( 1) (an isolated Josephson

junction) and (4) (a Josephson junction in a superconducting ring with no external flux,

at the global potential minimum) are already in factorized form, making the calculations

straightforward. For example, for I I \ ,

\V i ( t ) ) s  = f / i( /) | ' i /1(o))s  =  e x p ^ - ^ - ^ z / j d r )

=  e - ,''xt“tV ' ,'<(a,a)2 |<Pi(0 ))5 , (5.261)

where |\Pi)s is the Schrodinger-picture s ta te  and U\{t) is the time evolution operator for 

free oscillators [valid for both cases (1) and (4)].

T E O  o f  a L in ear ly -D riven  J u n ctio n

The time-evolution operators for the case (2) (linearly-driven Josephson junction) and (3) 

(Josephson junction in a superconducting ring with an external flux), U2 (t) and Uz{t),

are much more complicated since these systems have interactions. We use the interaction

picture to  derive the factorized time evolution operator. The linear term is treated as the 

interaction. The full Hamiltonian I I 2 is split as

H 2 =  Hi  +  H i  , (5.262)

III = h ^a ^ n  — Iw {a*a) 2 , (5.263)

H i  =  7 ( a +  «'*'). (5.264)

The Schrodinger equation is

= H 2 \ ^ 2 ) s ,  (5.265)

where is the Schrodinger-picture s tate  for a linearly-driven junction. It can be proved

th a t  approximately (see Appendix B),

| ^ 2(0 )s  =  U2 ( t ) \ ^ 2 (Q))s  =  exp H 2dT^ | $ 2(0 ))s

e - i l h t / h e r,a , -^* |v jr2( 0 ) ) s , (5 .2 6 6 )rxj

where
^  J _  e i ( l-a^a/8, \ )wt

V = t --------- :----------------------- ' ( 5 -2 6 7 )Iilo 1 — a'a/SX

Notice th a t  the operator 77 does not commute with either a or a h  Therefore, the transfor

mation matrix (or displacement operator) exp(7/at -  at]*) cannot be directly factorized.
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To simplify the problem of factorizing tM O , we first expand the numerator and denom

inator of 77 to zeroth order in a*a (i.e., we ta,ke a^a f8A ~  0), and consider the small-time 

limit, in which u>t < 1. Thus, to zeroth order in n ) a j 8A, the TEO  becomes

= exP { — +  i/z/(a^a)2|  exp (?7o«^ -  Voa ) i (5.268)

where

tjo = £ ; ( ! -  e^ )  • (5-269)

To check the accuracy of the above approximation, we also expand 77 to the next higher 

order (i. e. , first order) in a^a /8A, so tha t  now the TEO  becomes

£/<"(() = « „  { i u , / . ( l -  i )

x exp j(?/o +  7?1)«+ - ( t ]0 + Vi )*« +  di«t2« -  V i ^ a 2}  > (5.270)

where

Vo =  ^ ( l - e iwt) ,  (5.271)
hu

"• = <*^>
According to the Baker-IIausdorff formula [6], eA+B — eAeBe Â , B ^ 2 , if [/l, [/l, I)}} =

[B,[A,B]]  =  0. However, the later condition does not hold in this case, where A  =  (i/o +

Vi)a  ̂~  (Vo +  rh)*a ai,d M Nevertheless, higher-order terms, like [/l, B],

[A, [/I, I?]] , etc., are at most O(r)oVi) a!‘d thus smaller than  the terms th a t  a,re 0{ijo) or

0 (771), since |?70| < 1 and |?/i| < I. Therefore, we only consider the dominant terms, which

are ~  0 (770) and 0 (771), and factorize the exponential of U ^ \ t )  as cA+B =  eAeB . Now,

U ^ \ t )  becomes

U ^ \ t )  =  exp jj'wt ^1 -  a*a -  j> exp -  ?7.*ot a 2}

X exp | (770 -f 771 )«f -  (r/o +  77i )*n j  , (5.273)

which has a more factorized form. These results, derived for I I2, also apply mulatis mutandis

to  I I 3

5 .7 .2  C a lc u la t io n  o f  t h e  Q u a n tu m  F lu c tu a t io n s  

Free O scilla tor C ase

The sta te  vector for a free oscillator can then be expressed as

1^(7)) =  c- « W a e-«i/i(aM*. — . (5.274)
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Thus, given an initial state , the  s ta te  vector a t  any future time is determined. A special 

initial s ta te  is a  coherent state , namely,

Id2 ^  q"
|V>1(0)> =  |a)  =  e 2 £  -7=1 n ) . (5.275)

n = o  v » !

A coherent s ta te  [6] is an eigenstate of the annihilation operator, a |a )  =  a\a) .  It can also be 

generated by acting a displacement operator on a vacuum state, |a )  =  Z?(a)|0), where the 

displacement operator is D (a)  = exp(cmt — a*a).  See Appendix A for further explanations. 

Now the s ta te  vector of the free oscillator with an initial coherent s tate  is

| ^ oh(0 )  =  e - 1̂  £  - ^ =
n = 0  V n !

,2 CO r>1 (\ 2   i i i in  i iy#n‘Y  —j =  e- ^ tne r ivln |n) . (5.276)=  e  2
n= 0

The canonical coordinate and momentum  are defined as

X  =  - ^ ( o  +  flt), (5.277)

P  =  - ^ - ( a - o f ) .  (5.278)
v  2 i

X  and P  are dimensionless quadrature  operators. They are related to  n and (f> by

(  P j V /4

X  =  < t > '  ( 5 ' 2 7 9 )

/  1? \  l/'l
P = n .  (5.280)

So the fluctuations of the phase and charge number are

( (A .» l  )2) =  J ^ ( ( A X f )  =  i ( ( A X ) 2) ,  (5.281)

( ( A n ) 2) = J ± L ( ( & P f }  =  A ((A P f ) .  (5.282)

Now tha t  we have the sta te  vector |'f/’)(0)> we can calculate the fluctuations of .A and

P:

<(AA)2)i =  <X2)T - ( A ' ) 2 (5.283)

5*

-2 e_ l"l2 £  •l<1'1 | cos (fit +  (2 n  +  1 )vt)   ̂ (5.284)

1 ■> 00 lo l2n+ 2
- ( 1  +  2 | a |2) +  e _ l°l  £  j—  cos(2fit + 4(n +  1 )i/t)

00  | a | 2 n + l

71 =  0

2

71 =  0
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((A P ) 2)r = ( P 2 )X - ( P ) \  (5.285)
1 , „ 00 lrvl2n+2

= - ( 1  +  2 1 | 2) -  e icv| Y '  — cos(2/i< +  4(n  +  l )v i )
2 ?;,! n = 0

{ CO | f t | 2 n + l  'I 2
e~M ^ ----- -—  sjn ( ^  q. (2?i -f l ) w )  > (5.286)

n= 0 J

This calculation can be numerically carried out when a ,  u>, and A are given. We have done 

so and we conclude tha t  there is a squeezing effect when a  7̂  0 , i.e., when the initial s tate  

is a coherent state; but there is no squeezing when the initial s tate  is a vacuum state.

According to the above results for ( (A X )2)i and ( (A P ) 2)i, a large-area junction, which 

has large E j  and small E c ,  should have small fluctuations in phase and large fluctuations in

particle number. On the other hand, a small-area junction has smaller Josephson coupling

and smaller junction capacitance (which means a larger charging energy E c ); therefore 

it should have larger phase fluctuations but smaller number fluctuations. All these con

clusions are qualitatively consistent with experiments. Further experimental studies, with

thermal and environmental noise smaller than the intrinsic quantum  noise, are needed to

quantitatively verify the above results.

L in early -D riven  J o sep h so n  J u n ctio n s

In this section we derive some analytical results for the fluctuations of the phase and charge 

number of a  linearly-driven Josephson junction. Recall tha t  the corresponding state  vector 

is approximately

| f a( t ) )  = e - ^ “t“e- ‘,' d a M V oat- !'o*a 1̂ 2(0 )) , (5.287)

where 770 =  7(1 — elu,t)/tiu) , A =  \ / E j / E c , and 7  =  —E s / \ / 2A. The later parameter, 7 , 

reflects the relative strength of the external driving current, which acts like a “force” .

We calculate the fluctuations with two different initial states: vacuum sta te  and coherent 

state. If the initial s ta te  is a vacuum state, the s tate  vector is

l r r { t ) )  _  e - q n a t a e - !Vqa ta)2e »;oa, -Vo“ |Q̂

= e- ^ " ,« e - ^ ( a ta)2|r/o) . (5.288)

On the other hand, we can also use a coherent s tate  as the initial state. As an example, we 

use an initial coherent s ta te  |£) with £ =  1. The s ta te  vector now becomes

|V»2°h(0 )  =  e~^lta' a a )2eVo<1'~ r,°u \ l )  . (5.289)
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Coherent states exhibit the following property

£ > M I O  =  ^ k o  +  £ ) , (5 .290)

where 6  is a real number related to ?/0 and £. In other words, 6 is just a phase which will 

not affect the calculation of the expectation values. Thus we can drop this constant phase, 

and the sta te  vector takes the form

| ^ ° h(/)) =  . (5.291)

For both of these initial states, |V’2ac( 0 ) and |V-,2°h(0 )i the fluctuations are given by

( ( A X ) 2 ) 2  =  i  +  | d 2  +  e - K I 2 Y ,  c o s ( 2 ^  -  W  -  A l < n  +  ! ) )

C O  | /“ 1 2 n + 2

n=0
2

I 2 “  l d l 2 n  +  1 
—2 < e ~ ^  Y ,  j—  cos(e/)  ̂ -  fit. -  vi{2n + 1)) > , (5.292)

n n ■ n=0
1 •> 00 |/*|2n+2

( (A P ) 2 ) 2 =  -  +  |C|2 -  e_ICI Y  — —  cos(!2^c -  2fit -  Aut{n +  1))
71 — 0

°° |(C|2n+l '  2

n\
—2 < e ^  Y ,  j— sin(<^ — fit — vt{2n  +  1)) > . (5.293)

V 71 =  0  J

W hen the initial s ta te  is a vacuum state, |0), the parameters £ and in ((AA")2)2 and 

( ( A P ) 2 ) 2  become

c vac = Vo = 7^ ( 1 -  eiwt) ,  (5-294)hu

t>̂ac =  arctan
( d S r r r )  =  ,r/ 2 + “ , / 2 ' <5 '2 9 5 )

However, if the initial s ta te  is the coherent s ta te  |1), the parameters are,

£coh =  i + no = i  +  (5-296)

(  sill U)t \
=  a r < t a n  ( c o s a > j  —  1  —  l i u j - j /  ■ , 5 ' 2 9 7 )

These results, derived for case (2), also apply for case (3). We have carried out the numerical 

calculation of the above fluctuations but found no squeezing effect in either X  or P when 

the initial s ta te  is a  vacuum state. On the other hand, with an initial coherent state, we

have found squeezing effects over a wide range of values of A. The results are presented in

Fig. 5.4, where solid lines correspond to initial coherent states and dotted lines to an initial 

vacuum state.
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Figure 5.4: Time evolution of the variances of the quadrature  phase difference in the
linearly-driven Josephson junctions, using the rotating wave approximation. The products 
are normal ordered and the quadrature  phase is X  =  ( E j / E c ) ] The squeezing or reduc
tion of the quadrature  phase fluctuations is reached whenever its normal-ordered variance 
falls below zero. The solid lines represent results obtained with a zeroth-order approxima
tion in a}a / 8A and with an initial coherent state. The dotted lines are results obtained 
with the same approximation but with an initial vacuum state. The dashed lines use the 
first-order approximation in a ) a / 8A and with an initial vacuum state. The fluctuations 
( ( A X ) 2 )(t) and ( (A P ) 2)(/) for the first-order approximation in a l a / 8 \ ,  and starting from 
an initial coherent state , are indistinguishable from the zeroth-order results (at least for 
small times). This indicates tha t  our approximation is robust and works well when in the 
regime 0.5 < A < 5, where A =  \ J E j / E c ■

129



F irst ord er  C orrection  for th e  L in early-D riven  C ase

For the linearly-driven junction cases (2) and (3), and with an initial vacuum state, we have 

also calculated the fluctuations of the canonical conjugate variables by expanding ?/ to first 

order in u^a /8A. In other words, now

-y l  _  e i ( l -a^a/8\ )ui t

^ h u  1 — eda/ 8 A

=  Vo + Via*a , (5.298)

where

Vo =  j r j ( l  - e ^ ) ,  (5.299)

[ i • ( 5 ' 3( ) 0)

The formal displacement operator can now be simplified as:

g 7 )a t — a?)t jsj »)o*“ ) +  »7l < d a (d  — r ;* a o ta

^  <, » f l < d 2 “ - U ] * ' d « 2 (, ( » / 0 + U l  ) « ' f — ( n o  + t?1 ) * a

=  (1 +  7/!at2rt -  j / J a V )  D ( i ] 0  +  i]i) . (5.301)

W here in the last line we have kept the dominant terms of the first exponential factor.

If the initial s tate  is a vacuum state, we will have a s ta te  vector

\r2*C(t))s =  e - * W « e-.Vl{ata)’ ( i  +  maf a _ ,lfia]a2} d{vq + rji) |Q)

=  e- m*“t“e-«Vd“,“)2( i  +  lll(l\ 2a _  7/*a t a 2) |% +  m ) . (5.302)

The numerical evaluation of the fluctuations ((AA' ) 2)2 and ( ( A F )2)2 does not show a qual

itative difference from the zeroth-order approximation (see Fig. 5.4, in which these results

are shown in dashed lines), which demonstrates tha t  the approximation we make for 7/ is 

robust. The fluctuations for large values of t show an abnormal increase in magnitude be

cause of the limitations of the small-time approximation. Therefore, we will only focus on 

the zeroth-order approximation, keeping in mind tha t  we should remain in the small-time 

regime (ui  ~  1).

P h y sica l S ign ificance o f  th e  In itia l S ta tes

Now let us look at the rotating wave approximation to this problem more closely. It is clear

tha t  when we take the small phase approximation, we have already implicitly assumed that
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the states are localized. Thus our approach is be tter  suited for the situations where E j  is 

relatively large.

As shown above, with an initial vacuum sta te  we cannot reach a squeezed s ta te  at any 

time. The reason can be seen from the squeezing mechanism considered here. The fourth- 

order terms in the creation and annihilation operators are responsible for the redistribution 

of phase, which in turn  leads to  a squeezing effect. To make this term more effective, a. 

large number of quanta  are needed, because each one of the fourth-order terms involves four 

quanta  a t a time. An initial vacuum sta te  cannot satisfy this condition, thus preventing 

the formation of squeezed states. On the other hand, an initial coherent s ta te  does have a 

nonzero average number of quanta , therefore making it possible for squeezed states to be 

generated.

5.8 D iscussions and Open Problem s

As we mentioned before, a key param eter in a Josephson junction is A =  \ J E j / E c ■ This 

param eter does not lead to squeezing directly, and so far cannot be tuned at will in most 

experiments. However, A does provide a  powerful control over quantum  noise. By adjusting 

the value of A, it is possible to redistribute the noise in both n (the tunneling Cooper pair 

number) and 4> (the phase difference between the two sides of the junction). This is very 

im portant because the number n  and the phase <f> are observable quantities.

Here we have focused on four model Hamiltonians describing different ways to couple 

a  Josephson junction to its environment. Needless to say, this list is not exhaustive, al

though we believe tha t  these basic cases constitute a first step towards the study of more 

complicated and hybrid-mode interactions with the environment. Other interactions with 

the environment can be considered. For example, a thermal reservoir can be represented 

by a series of harmonic oscillators and introduce a linear coupling. Such a model was used 

to discuss dissipation in tunneling events (see Ref. [93] and references therein).

Recently, another Hamiltonian was proposed [95] in which the coupling between a 

Josephson junction and an external electromagnetic mode is contained in the quasicharge. 

Such an interaction can give rise to  modulation of supercurrent through the junction. How

ever, in this approach the phase difference over a Josephson junction is treated as an exactly 

measurable classical quantity, whose fluctuation comes solely from the driving external elec

tromagnetic field. A more complete trea tm ent has to consider both the external noise and 

the intrinsic quantum fluctuation we have discussed in this paper.



We did not include a heat reservoir in any of the cases considered in this paper, assuming 

tha t  the noise due to the exchange with the environment is relatively weak. W ith a reservoir, 

a  be tte r  approach would be to solve a  quantum Langevin equation for a relevant variable 

such as the phase difference. This is beyond the scope of this work.

Throughout this paper, we have used two major approximations: we treat Josephson 

junctions as ideal and consider their quantum states to be localized. These approximations 

are valid in the limit of T  = 0, Kj  >  E c , and a very small biasing current. The states 

considered here should be either the ground states or the low-energy excited states. If the 

above conditions are not satisfied, other effects can be important.

Recall tha t  the Josephson coupling energy is a sinusoidal function of the phase difference 

across the junction. In our treatm ent, we choose one of the potential minima and expand 

the whole potential around this minimum in a Taylor series up to the fourth-order terms. 

Such an expansion and truncation provides a potential th a t  can localize waveftinctions. 

The expansion is a good representation of the original potential only around the potential 

minimum. Furthermore, by replacing a periodic potential with a localized one, we are using 

localized states to represent “snapshots” of the extended states. Therefore, to improve our 

results, we need to either change to an extended-state basis, or at least take into account 

the fluctuations caused by the tunneling events.

We can consider the effect of the periodicity from another point of view. From elemen

tary quantum  mechanics, a band structure will form in the energy spectrum as a result 

of a periodic potential. In Josephson junctions, the periodicity in the original sinusoidal 

potential transforms the discrete energy levels we obtained to a series of bands [85, 89]. 

The corresponding states are Bloch states. When E j  >  E c,  the lowest-energy bands are 

very narrow and highly degenerate, and the energy spectrum is very similar to a localized 

oscillator, which is what we obtained from our approximations.

Real junctions are not ideal. A commonly-used model for them is the resistively-shunted 

junction model [83], in which the junction is represented by an ideal junction in parallel with 

a capacitor and a resistor. The damping of a non-ideal junction comes from the resistor. 

Microscopically, this dissipation originates from the interaction between Cooper pairs and 

their environmental degrees of freedom and also the excitation of quasiparticles. Therefore, 

the real quantum  noise of the junction also includes contributions from the quasiparticles 

and other environmental degrees of freedom. Whether our results will provide the most 

im portant contribution depends on the relative strength of the dissipation and the thermal
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energy to the Josephson coupling constant E j .

To go beyond the approximations used in this work, it would be interesting to study the 

interplay between the intra-potential-well fluctuation and the inter-potential-well tunneling. 

To relate the Bloch states to the localized states studied here would also be an interesting 

subject. Such a. comparison would clearly show whether our results, which are based on 

an approximation, contain most of the relevant information in the Bloch states, which are 

the exact solution to the periodic potential problem. In addition, to describe the quantum 

noise in a more complete manner, it is also im portant to study the shot noise from the 

quasiparticle tunneling and the white noise (or colored noise, to be more general) of the 

environment. Another very interesting topic is the possible manipulation of the quantum 

fluctuations in n and <f>. Notice th a t  in this paper we have only discussed the variation of 

the quantum noises due to the nonlinearity of the Josephson coupling energy cos (f>. No ex

ternal tuning was considered. Therefore, an open problem would be to consider an external 

mechanism tha t  would control the level of quantum noise in a given variable, similar to our 

work on phonons [18, 19, 20], where the incoming coherent light pumps optical phonons 

into a parametric amplification process through a Raman mechanism. These optically ex

cited coherent optical phonons can then convert into squeezed acoustic phonons through an 

anharmonic interaction.

5.9 Conclusions

In this chapter, we investigate the quantum  fluctuation properties of a Josephson junction in 

several different configurations. Specifically, we work in the limit of large Josephson coupling 

energy and small charging energy, so tha t  the junctions are in the nearly-localized regime. 

This limit can be easily realized for the large S-l-S junctions. It is analogous to the tight- 

binding limit for electrons in a crystal. Furthermore, we expand the E j  cos (j> Josephson 

coupling energy around (j) = 0 to fourth order in A <f>, since we work in the nearly-localized 

regime. Such an expansion enables us to solve for the eigenstates analytically.

We also obtain the approximate ground states of a Josephson junction in a variety of 

configurations. In particular, the ground s ta te  is a squeezed vacuum state for either an 

isolated junction in a potential minimum or a junction in a superconducting ring without 

external flux and in the global potential minimum. On the other hand, if the junction is 

current-biased, or there is an external flux through the superconducting ring, the ground 

s ta te  is a squeezed coherent state. In both of the above cases, we calculate the corresponding



fluctuations of the charge and phase difference over the junction in these states. The 

squeezing factors are determined by the parameter A =  \ j E j j E c ,  where E j  is the Josephson 

coupling energy and E c  is the charging energy of the junction. The squeezing effect is strong 

when A is small. Since our working limit is at large A, a compromise should be reached in 

order to both preserve the effectiveness of our approximation and maximize the squeezing 

effect.

The excited states of a Josephson junction in different circumstances are also obtained. 

We show th a t  these excited states are similar to  the number states of a simple harmonic 

oscillator but with different fluctuation properties.

One can think of the squeezing effect, intuitively in terms of the expanded cos (f> term. 

The second-order term in the expansion provides a harmonic potential, which has constant 

quantum  fluctuations in its eigenstates. The fourth-order term introduces a time-dependent 

modulation to these states, thus also modulates the intrinsic quantum noise in the states.

We have also studied the time evolution of quantum fluctuations of a Josephson junc

tion under the rotating wave approximation, which enforces energy conservation. When 

calculating the fluctuations of the canonical momentum and coordinate in the free oscilla

tor cases (e.g., a Josephson junction coupled to a capacitor or a superconducting ring) and 

in the linearly driven cases (e.g., a  current biased junction), we find tha t  in the small-phase, 

small-time limit, there is squeezing when we have an initial coherent state , and no squeezing 

if we have an initial vacuum state.

According to  the calculations for ((A</>)2} and ( (A n )2), a large-area junction, which has 

large E j  and small E c ,  should have small fluctuations in phase and large fluctuations in 

particle number. On the other hand, a small-area junction has smaller Josephson coupling 

and smaller junction capacitance (which means a larger charging energy Ec)', thus it should 

have larger phase fluctuations but smaller number fluctuations. Therefore, our calculations 

of ( (A 4>)2) and ( (A n )2) provide results qualitatively consistent with experiments. Fur

ther experimental studies, with thermal and environmental noise smaller than the intrinsic- 

quantum  noise, are needed to  quantitatively verify our results.
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C h ap ter 6

C onclusions

This thesis cuts through different sub-areas of physics: quantum  optics and condensed m a t

ter. The proposals contained in it open a new area of research: the control of quantum 

fluctuations in condensed m atte r  systems. Here we theoretically study the quantum  fluc

tuation properties of two condensed m atte r  systems: phonons and Josephson junctions. In 

particular, we investigate several approaches for the generation arid detection of squeezed 

states in these systems.

We first study coherent and squeezed quantum  states of phonons. The la tter  allow the 

possibility of modulating the quantum  fluctuations of atomic displacements below the zero- 

point quantum  noise level of coherent states. The expectation values and quantum  fluctua

tions of both the atomic displacement and the lattice amplitude operators are calculated in 

these states—in most cases analytically. We also study the possibility of generating squeezed 

phonon states using a variety of different approaches, including a three-phonon param et

ric down-con version, a second-order Raman process, a short-time single-mode squeezing 

mechanism, and a polariton-based approach. The first two are based on phonon-phonon 

interactions, while the last two exploit photon-phonon interactions. Furthermore, we ana

lyze several possible detection schemes, point out their advantages and disadvantages, and 

propose one based 011 reflectivity measurements.

For the Josephson junctions, we study their quantum  fluctuation properties in the limit 

of large coupling and small charging energies, when the eigenstates of the systems can be 

treated approximately as being localized. We consider Josephson junctions in a variety of 

circuit configurations, e.g., coupled to one or several of the following elements: a capacitor, 

an inductor (in a superconducting ring), and an applied current source. By solving their 

effective Schrodinger equations for a range of parameters, we obtain squeezed vacuum and 

coherent states as the ground states of a Josephson junction in several of these configura
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tions. We calculate the uncertainties of its canonical momentum (charge) and coordinate 

(phase), and also study the time-evolution of an arbitrary operator of the Josephson junc

tion system given an arbitrary  initial state. Furthermore, the time evolution and quantum 

fluctuations of the conjugate variables (phase and charge) are studied using the rotating 

wave approximation, where we also find tha t ,  in a certain regime of parameters, the quan

tum  fluctuations of the charge and phase difference over the junction can be squeezed below 

their coherent-state values.
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A p p en d ix  A

C oherent S ta tes

A .l  Coherence and P hoton  Coherent States

The nth-order correlation function of a photon system is defined as

(ar,, * 2, .  • •, X2 n) = T r  { p E [ ~ \ x ,)■ • - E £ \ x n) E ™ , ( x n+1 )• • - E ^ m ) }  , (A .l)

where the superscripts (± )  refer to the positive and negative frequency components of the 

electric field E , and E ^ t refers to  the /qtli spatial component of E,

E « ( r , t )  =  u k( r ) e — k(, (A.2)

E ( >(r,i) =  ■ (A.3)

The nth-order coherence is defined as the factorization of up to the nth-order correla-
fn)tion function G\,i ---n2n. If the s ta te  is an eigenstate of the annihilation operators «k, the 

correlation functions can be factorized straightforwardly. Therefore, these eigenstates are 

introduced as the basis for the quantum  description of coherent light. They are called 

coherent states [7].

A single-mode coherent s ta te  |cv) is an eigenstate of the annihilation operator a:

a\a) =  a |o )  , (A.4)

where a  =  \a\elĉ  is an arbitrary  complex number. An equivalent expression is

\a) = D ( a ) |0) , (A.5)

D ( a )  =  exp (aal  — a*a).  (A.6 )

The displacement operator D ( a )  transforms the annihilation operator a as

D ~ 1 (a)  a D (a )  = a + a.  (A .7)



In the number s ta te  basis, a coherent s tate  can be expressed as,

a > - e 2 £
a

and the probability distribution of the coherent s tate  in the number s tate  basis is

I (n l«) I5
a 2ne - M 2

n\

(A .8)

(A.9)

which is a Poisson distribution.

In the coordinate and momentum representations, the wavefunctions of a coherent s tate  

|cv) are

1/4 /LO

(?!«) = cx„ -q -  «

l \
(Pl«) = ( r M exp

1
2 hu

p +  ia

(A .10)

(A.l 1)
\ i r h u >  J

Therefore, a coherent s ta te  is a Gaussian wave packet in both coordinate and momentum 

spaces.

The generalized coordinate and momentum q and p (which satisfy the commutator 

[q,p\ — ih)  can be expressed in terms of a and a \

q = —  (a + a ' ) , 
2u>

■ flu i t \

Their variances in a coherent s ta te  satisfy

1
((A p)2)coh X ((Ary)2)coh =  ^  h2,

(A.1'2) 

(A.l 3)

(A. 14)

which is at the lower limit of the Heisenberg uncertainty relation. In other words, a coherent 

s ta te  is a minimum-uncertainty state. If we define dimensionless quadrature  operators A" 

and P  as

1
X  = - ^ ( a  +  a 1) =  ( o j / h ) ^ 2 q, (A .15)

P  = ~ 7 I ( a ~ aT) =  p ' (A .16)

there will be a circular uncertainty region in the complex a  plane for any coherent state,

1
<(A A )2),;oh = ((A.P) }coh = - (A.l 7)

The uncertainties in an arbitrary coherent s tate  are the same as in the vacuum state, which 

means th a t  coherent states are as quiet as the vacuum. Fig. 1.1 graphically illustrates such 

a circular uncertainty region for a  coherent state.



A .2 Derivation o f the Coherent Phonon Displacem ent Oper
ator

In Appendix A 011 coherent states, a displacement operator D ( a ) =  exp (art'*’ — a*a) was 

used to generate a coherent s ta te  |a )  =  D (a)|0 ). Such an operator can be explicitly derived 

for phonons starting from the following Hamiltonian

- ^ c o h e r e n t  ~~ H q 1' 1

I h  =  E q ^ q ( 4 ^ q + ^ )  (A. 18)
v =  E q  { A q  e ~ iw ^  (,}t +  A *  c 1̂ '  6 q |  ,

which represents an ensemble of independent phonons Ho interacting via V  with an external 

source, such as a beam of light. Notice tha t  the external pump is on resonance with the 

relevant phonon mode. Here the strength of the interaction is given by the Aq( /)s ,  which 

are smooth functions of time. A convenient way to find the time-evolution operator of this 

system is to  first change to the interaction picture. The transformation matrix  is

f/ 0 =  e- iH°l/ tl =  p-'Eq^ndfrqkq+j)  ̂ (A .19)

In the interaction picture, the Schrodinger equation becomes

ih —  Ui = V ,U i , (A.20)

I m ) i  = UiW’i o))/, (A.21)

Vi = U ^ V U o

=  W e 'V f t E q k * .  V X H )  Aq( i )6 t e - « ^ E q ^ q  +  f r A  ^ 2 2 )
q

where 17/ is the time-evolution operator in the interaction picture. Recall th a t  for a single 

mode

aePaV  _  a V '  _  V ' d
^ E T (flta)n =  ^ E T (ata  +  1)rn = 0  * n = 0

/ 3 ( a / a - f 1) _  J3aUi 0= e, 'a + ’a = e1 aaep , (A.23)

so th a t  Vi can be simplified to

v i  = Y , ( x <ibl  + h -c-) > (A -24 )
q

which is time-independent.. The equation for Uj thus becomes

| U j { t )  =  { A q  +  h.c.}  Ih i t )  . (A.25)
q
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This differential equation can be integrated directly, because the factor before U[(t.) on the 

right hand side of the equation commutes with The solution is

U,(t)  =  I J e x p { A q ( 0 ^ -  Aq(0&q} , (A.2C>)
q

Aq(/.) =  (A.27)

So Ui(t)  is a multi-mode displacement operator in the interaction picture. It is a gener

alization of the single-mode case where D( a)  — exp(«at — a*a).  Here the magnitude of 

the coherent displacement grows linearly with time. Such a. linear growth (which will be 

eventually suppressed in any real experiment) originates from the continuous pumping and 

our neglect of any dissipation mechanism.

Changing back to the Schrodinger picture, the time-evolution operator Us(t)  (so that 

=  t/.s(OI^(0 ))) have an additional free oscillator term in it

U.s(t) =  n eXP ( -* Wq<6qfcq )e xP { Aq (0  bq ~  Aq (0  &q} • (A.28)
q

If the initial s ta te  is a  vacuum s ta te  |0), the s ta te  vector at time / will be

| # 0 >  = ^s(O lo)

=  n  e X P { “ ^ q ^ q ^ q )  exP(Aq (0  b\  ~  Aq (0  ^q} l ° )  
q

=  n  exp( ~ iuJ<itb\ ^ 1) I Aq(0 ) 
q

=  n ® i A<i(<) c-iwqt)- (A -2g)
q

Therefore the effect of the free-oscillator time-evolution operator e- !Wq^qfcq js to make the co

herent displacement vector |Aq( f )) ro ta te  around the origin in the (A", P) = (R e{a} ,  I m { a } ) 

phase space. The s ta te  vector |Aq(/) is still a coherent state.

In the cases when the external pump is not on resonance with the relevant phonon mode, 

so th a t  Aqe_tu;<d jn Eq. (A. 18) is replaced by Aq(/) with an arbitrary  time-dependence, the 

time-evolution operator for the q  mode in the interaction picture can be written as

t y W )  =  T e x p j - ^ - ^  E / ( q , r ) ( / r |  (A..30)

Vi(q, r )  =  Aq( r )  b\, +  A*(r) 6q , (A.31)

where T  is the time-ordering operator. Since this Hamiltonian is time-dependent, we cannot

integrate the Schrodinger equation directly like we have done in the on-resonance cases. A
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general approach we can take to explicitly write out the time-evolution operator is the 

Magnus method [66]. According to the Magnus approach, Ui(t)  can be expressed as

Ui{i) =  exp [-iA i(/ .,  t0) -  i A 2 (i, to) ~  M 3(7,, t0) + . . . ]  , (A.32)

where (dropping the mode label q)

A ( M o )  =  j  f  d h V ^ U )  (A.33)
h Jt0

A 2 ( t , t 0) =  Q\ih f t ^ 2 J t Ĉ 1 ^ t ( t 2 )\ (A.34)

A3 (Mo) = -yjifo f t 3 f t Ĉ 2 J t (̂ x )’ [̂ (̂ 2)5 hAM]]
+  [[Vi(t i) ,V,(t2 )},Vi(t3)}} • (A.35)

Since our Hamiltonian Vj(t )  here is linear in bq and bq , the commutators (like the ones 

in A3 ) equal to or higher than third-order all vanish. The second-order term A 2 can be 

calculated but will only give a global phase factor which is irrelevant when we calculate any 

expectation value.

Due to the fact tha t  V/(<) is linear in bq and bq, we can obtain the time-evolution operator

by directly solving the Schrodinger equation. In the interaction picture, the Schrodinger

equation is (dropping the mode subscript q, because we are treating a, single-mode problem)

i h - \ ^ ( l ) )  =  V](t)\'S(t.)) , (A.36)

Vdt )  = \ ( t ) b '  + \ * ( t ) b .  (A.37)

Let us now make a transformation,

!*(<)> =  cxp ( j j -  fQ | $ ;(<)), (A.38)

and substitute it into the Schrodinger equation. Thus we get 

ih fo yd T)dT
d t ' !$'(<)) +  i h e & l ° V , ( T ) d T = V t W e & t i  V/(T)rfr|$ ' ( 0 )  • (A.39)

Let

A =  J  V{(t )dr  , (A.40)

DA 1
5  =  m = m v ^ -  (A -41)

Thus [A,B] = c where c is a c-number. We need to simplify the expression deA/ d t , which 

can be expressed as
d  , d  ^  A ’



It can be easily shown that

A n = n B A n ~ 1 + ^  ~  1 \ a u ~ 2 , (A.43)
d t  2 '

therefore,

§ ^ = ( B + 0 e- ' .  (A .44)

The Schrodinger equation can thus be greatly simplified to

^ m o >  =  - ^ i n o ) -  (a .45)

The equation can now be integrated, and the results are

l* ' (0 )  = exp { “ 2k  /  c ( r ) d r |  |*' (0)) , (A.46)

and

|*(<)> = exp { - ^ ^  c ( r ) d r j  exp { ^ r j f  K/(r)rfrJ |$(0)) . (A.47)

Therefore, the s ta te  | ^ ( 0 )  is a  coherent s tate  if the initial s ta te  is a vacuum or coherent

state . The global phase factor is not im portant because it will cancel out when we calculate

any expectation value.
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A p p en d ix  B

Q uadrature Squeezed  S ta tes

Quadrature  squeezed states are generalized coherent states [9, 10, 11, 58, 67, 70]. The error

circle in phase space for coherent states becomes an ellipse for quadrature  squeezed states,

so th a t  the variance of one of the quadratures can be smaller than the coherent s ta te  value. 

This is schematically illustrated in Figs. 1.1 and 1.2. This property makes the squeezed 

states useful in situations where we need to observe one of the quadratures with very high 

accuracy.

B .l  Single-m ode Quadrature Squeezed States

A single-mode squeezed state is generated by a squeezing operator 5 ( 0  as follows

K O  =  0 ( a )  5 ( 0  |0>, (B. l )

5 ( 0  = exp ’ (B-2 )

where D ( a ) is the coherent s tate  displacement operator with a  — |a |e 1,;\  5 ( 0  is the single- 

mode squeezing operator, and £ =  rel° is a complex number, with r > 0, 0 < 0 < '2n. The 

annihilation operator is transformed by the squeezing operator as follows

5 - 1 (£) n 5 ( 0  =  « cosh r — el° sinh r . (B.3)

W ith the help of the above transformation, it can be proved th a t  in a squeezed state,

((AAr)2)sq =  7 j , ( e ~ 2r cos2 ^  +  e 2r sin2 0  , (B.4)

( ( A P ) 2)sq =  i  ( e - 2r sin2 +  e2r cos2 0  , ( B.5)

( (A X ) 2)sq( (A P ) 2)sq =  i  ( l  +  sin2 9 sinh2 2 r )  > (B.6 )
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Notice tha t  the variances are independent of the coherent amplitude a.  In particular, when 

9 — 0, the above relations become

((AA')2)sq =  (B.7)

( (A P )2)sq =  V ,  (B.8 )

( (A X ) 2)sq( (A F ) 2)sq =  i ,  (B.9)

where the minimum uncertainty relation is satisfied while ((AA')2)sq can be smaller than

i /2 .

The average number of particles in a single-mode squeezed state  is

(h)sq =  |cv|2 +  sinh2 r . (B.10)

Assuming tha t  (h)sq is far larger than sinh2 r (i.e., |cv|2 >> 0 and the sta te  is highly excited 

above the vacuum state), we can calculate similar relations for the number-phase (u, </’) 

conjugate variables,

((A?i)2)sq =  | a |2 ^e~2, cos2(</> -  - )  +  e2rsin2(</> -  ^  , (B .l  1)

((AV>)2)sq = ^e- 2r sin2 (V -  0  +  e2r cos2 ( $  -  . ( B . l 2 )

Here h  is the number operator and 4’ is the phase operator defined as the angle, measured 

from the origin, spanned by the uncertainty area [58]. Here we denote operators with tilde 

to distinguish between scalar angles (such as 9 and <f>) and the phase operator ip- In the 

case \ a \2 >  0, we can see tha t  for <j> = 9/2,

((A n )2)sq =  | a |2e - 2r, (B.13)

= j j ( B . m )

( B . 1 5 )

thus the fluctuation in the number operator n is squeezed. For </> =  9/2  +  7t / 2 ,

( (A h )2)sq =  H 2e2r, (B. 16)

( ( M ’f U  =  (B-17)

(B.18)

so th a t  the fluctuation in the phase operator V-’ is squeezed. In either case,

( (A h )2 )8q( (A 0 )2)sq =  i  , ( II.19)
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which agrees with the minimum uncertainty relation.

In the three special cases considered above (9 =  0, 4> =  0/2, and <j) =  9 / 2 -f 7t / 2 ), the 

uncertainty for one of the quadratures is smaller than the coherent s ta te  value.

B.2 Two-m ode Quadrature Squeezed States

It is also possible to generate two-mode quadrature  squeezed states [58],

|aq i,  Oq2 , £) =  Zlq1(«q1) -Dq2(®q2) ^qi,q2(£) |0) i (B.20)

'c’ql ,q2( 0  =  exp (C « q ,« q 2 (B.21)

where the D s are still displacement operators, and 5q i ,q2( 0  is the two-mode squeezing 

operator, where £ =  re10. It will transform the creation and annihilation operators as 

follows

‘S’q/.q, ( 0  «q, Sqi ,q2 ( f  ) = «q, COSh T ~ (l\ 2 € 10 sinll T , ( B .22)

Snt,<i2 ( Q a<i2 Sm,<i7 ( 0  =  «q2 cosh r -  el° sinh r . (B.23)

For the two-mode squeezed sta te , the generalized quadrature  operators are defined as

^qi,U2 =  ( aqi +  aqj +  ftq2 +  a q2) / 2 3 2̂ (B.24)

Ah ,<12 = («q, -  «qi +  ~  a t s ) (B '25)

Using the above relations, we find that

( (A X qi,q2)2)sq =  A ( V 2 W  ^  +  e2Usin2 Q  , (B.26)

((A / qi,q2)2)sq =  j  ( e~2?' sin2 \  ^  • (B.27)

Therefore, the variance of one of the quadrature operators can decrease while the other one 

simultaneously increases to satisfy the uncertainty principle.

B.3 Derivation o f the Quadrature Squeezing Operator

In this Appendix we prove tha t  the Hamiltonian / /q i ,q2 of Eq. (3.61) can generate a two

mode quadrature  squeezed sta te  in modes qi and q 2 from either a vacuum sta te  |0 ) or a

coherent s tate  | a q i , a q2). Let us consider now the following two-mode Hamiltonian,

{
^ q i  ,q2 — # 0  +  A n  ,q2
H0 = hw(ilb](llb<u -f huj<X2b\ 2b(l2 (B.28)

A .  ,q2 =  C +w<* 6* 2 +  C  e 1̂  6 q 2 .
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where the external pump is on resonance with the driven system. In the interaction picture, 

I'q i,q2 becomes Vf.

y> =  C & l A + C * M « i 2 . (B.29)

Now the interaction becomes independent of time, so th a t  (//, the time-evolution operator

in the interaction picture, can be integrated out as

Ur =  exp{f* (0 feqi&q2 - f ( O ftq,6q2} > (B.30)

m  = (B .31)

and the state  vector in the Schrodinger picture becomes,

\i/}{t))a = exp e x p { r ( 0 ^ q ,^ q 2 -  £(0&q,6qa}  I'A0 ))- (B.32)

The evolution operator is now factorized into a product of the free oscillator evolution 

operator and a squeezing operator. The free oscillator term only changes the phase of the 

squeezing effect. If IV’(O)) =  10), the s ta te  vector |^ ( / ) ) s becomes

e x p ( - ^ )  (B.33)

which is a squeezed vacuum state. If the initial state is coherent, = |a q, , a q2), the

state vector \ i j r ( t ) ) s becomes

11p ( t ) ) s =  exp ( — ■S’qi ,q2 (AO) D <U («q, ) A l2(«q2 )|0) , ( B.3'1 )

which is also a squeezed state, where <5qi ,q2(£(/)) is the two-mode squeezing operator in 

Eq. (B.21). Since >5'qi,q2(£(2)) does not commute with either / lqi (a q i) or -Dq2( a q2), the state 

| j>(t))s cannot, be written directly as A n  ( « q , ) / ? q2( a q2) S q i ,q2( f ( / ) ) | 0 ) ,  or | o qi , a q2, £(/))•  

However, the variance of A'qiq2 is now

(^(/,)|(AAqi,q2 )2|^ (0 )  = ( e ~ 2 r  cos2 ^ + e 2 r sin2 Q  , (B.35)

which is exactly the same as in the two-mode squeezed state |a q i, a q2, £(<)). Therefore, 

|i p ( t ) ) s  is also a squeezed state.

Thus, here we have proven that J I f[1>q2 can generate a two-mode squeezed state |i/>(<))., 

from a vacuum or coherent initial state.
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B.4 Factorizing the Squeezing and Displacem ent Operators

The Baker-HausdorfF formula [6] states tha t

e A + B  _  e A e B e - [ A ,B } /2   ̂ (B .36)

when [H, [A ,./?]] =  0 and [B, [A, B]} = 0. When these two conditions are not satisfied, the 

above relation has to be modified. Here we are interested in the case when

A = aa  — a *a^ , (B.37)

B  = (3a2 - /3*an  . (B.38)

From the above two expressions, we obtain

[A, B ] =  [aa — a*a^, /3a2 — (3*a^2] 

=  20a*a -  2f3*aaj

= C ,  (B.39)

and

[A,[A,B]] = [A,C]

= - 4 U m ( « 2/ r ) .  (B.40)

Therefore, C  is also a linear operator of a and al (like A ), and I) is a constant instead of 

being 0. Therefore, eA+B cannot be factorized by using the Baker-HausdorfF formula. Let 

us now try  to find an alternative way to factorize this operator.

First, let us define the function

/(A ) =  eXAeXB . (B.41)

We can then calculate the derivative of / :

: eXA( A + B )e XB =  A f { A) +  eXAB e XB . (B.42)
dX

To further simplify the right hand side of the above relation, we need to  calculate [eXA, B]:

° °  \ n
[eXA,B] = Y , - [ A n, B ] .  (B.43)

o n -
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Since

[An,B]  =  A n- 1 [A,B] + [An- \ B \ A  

=  A n~1C + [An~ l ,B ] A  

=  2A n~l C  -  D A n - 2 + [A n~2, 5 ] A 2 

=  raAn_1C -  ,

so

e
00 \ n  00 \ n

Â , 5 ]  =  V 7  — ^ "-1 (7  - V - ------- r r D A U~ 2
0 ( n - i ) !  “  2 (n -  2 )!

=  AeXAC -  — D e XA .
2

Therefore,

^  =  (A +  5 ) / ( A )  -  y £ / ( A )  +  XeXACe XB . 

Similar to [eXA, B],  we can calculate [eXA,C\ .  The result is even simpler:

[eXA,C]  =  AD e XA .

Now we finally arrive at the expression

^  = (A +  B ) f { A) +  XCf ( X)  + y D f ( X ) .

Integrating this equation, we can get an explicit expression for /(A):

f ( X)  = f ( 0 ) e x Â+B^ c + ^ D .

Since /(0 )  = 1 and / ( I )  = eAeB , we get a relation

e A e B  _  e ( A + B ) + C / 2 + D / 6  _

Recall that D  is  a complex number, so

e ( A + C / 2 ) + B  _  e A e B e D / 6  _

If A! —  A  +  C /2  =  7 a —  7 *a^, then 7  satisfies

7  =  a  +  a * / 3  .

(B.44)

(B.45)

(B.46)

(B.47)

(BAS)

(B.49)

(B.50)

(B.51)

(B.52)
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We can calculate o  when (3 and 7  are known. Then we are able to factorize the operator 

eA +B into a product of two distinct operators. Here we summarize our results below

e A'+B =  e A e B e D / 6  ̂ ( B 5 3 )

A! — 7 a — 7 * « t , (B.54)

B  =  (3a2 - f 3 * a n , (B.55)

A = aa — a*aJ , (B.56)

D = —4 i lm (a 2/?*), (B.57)

7 =  a  + a*(3. (B.58)
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A p p en d ix  C

D erivation  o f th e  P h on on  M aster  
E quation

In this Appendix we derive the phonon master equation, Eq. (3.109) in Section 3.4.4. In

the interaction picture, the density operator for the system and the reservoir as a whole

satisfies the Schrodinger equation

^  = - ^ [ V I ( t - t o ) , P p R} .  (C .l)

Integrating this equation to second order in Vi(t -  to), we get,

PpR.(i) = PpFt(to) ~ j  [  dt' [Vj{t' -  t0), PpR(to)}
II Jt0

- 7 2  f  dt> f  dt " -  *o), [Vi(t" -  to) Ppn{to)]] ■ (C.2 )
h  J t 0 J t 0

Taking the trace over the reservoir, we then have an equation for the reduced density 

operator for the system p(t)  =  t r r { P p n ( t ) } , where trr means “trace over the reservoir” ,

p(t)  =  p(i0) ~ Jt J t di> t rr { \Yl{t' ~  to), Ppn ( to)]}

~  f  dt' I '  dt" trT { \Vji t '  -  to), [Vd f  -  t0) PpR(to)} }} • (C.3)
h Jt0 JtQ

Now we take a coarse-grained average. In other words, we assume

. „ )  g  MO -  r ( t  -  O
T

where r  =  t — tQ. This approximation works well when p{t) changes slowly with time, so

p(t  +  r )  =  p(t), and PpR(t  -  r )  =  Ppp(t) .  After the coarse-graining, we get Eq. (3.104) in

Section 3.4.4:

p i t )  =  [  dr '  t r r i V d T ^ P p d t ) }
n r  Jo
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r  d r 1 [ T d r 11 t r r {V /(r ')V 7(r")PPfl(i) -  VI {T,)PPR(t)VI(TH)} 
h r  Jo Jo

+h.c. (C.5)

where

V7(r) =  hblF(T)  + hbpF ' ( r ) ,  (C .6 )

H r )  = (C.7)
k,i

where the sum in F ( t ) is over the reservoir modes. To get a m aster equation for pit),  

we substitu te  the particular V/(r) of Eq. (C.6 ) into Eq. (C.5). In doing this we get terms 

like trT {h tjp ( r ) P Ffi( 0 }. Such a term can be factorized into a product of the system and 

reservoir operators,

tr r | ^ . F ( r ) P p fi( 0 }  =  blp(t )  t r r {F{t ) pr( H R)} . (C.8 )

This factorization is legitimate around to, when

PpR{to) =  PPR(to) =  pp(t-o) Pr i l l r ) , (C.9)

where ppiiito)  is the Schrodinger picture density operator for the system and the reservoir 

as a whole at t0, pp ( t0) is the Schrodinger picture density operator for the system, while

P t { H r )  is the Schrodinger picture density operator for the reservoir. Since the reservoir is

in thermal equilibrium, the operator pr ( / /p )  is time-independent. However, at an arbitrary 

i, the above separation of the system and the reservoir is generally not exact because of the 

interaction between them. Nevertheless, the factorization is a good approximation as long 

as the interaction is weak.

After separating of the system and reservoir operators, Eq. (C.5) now becomes,

PiO = ~  JoT d r ' £  dT"{b lbv p ( t) (F (T ' )F t{T") )R

—bp p(t) bj-, ( F ( t " )F^(t ' ))r  +  bpblp(t )  ( F t ( r ' ) F ( r " ) ) R

~bj, p(l) bp ( F ' \ t " ) F ( t ' ) ) r  } + h.c. (C.10)

Since we have assumed tha t  the reservoir is in thermal equilibrium, terms like ( F ( t ' ))r and 

( F ( r " ) i r( r /))p  have all vanished.

Now let us consider the reservoir averages. Keeping in mind tha t  the reservoir is in 

thermal equilibrium, we have

{ F ( t ' ) F \ t " ) ) r  =  £
k  177171
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=  E M 2( n k +  1 )(n,  + l y ^ - ^ H r ' - r " )

+  E I W ( * 4  +  3 7 7 , ,  +  2 ) e ^ - ^ ) ( T ' - T " )  ,  ( C . l l )

k
and similarly

<FV)F(t"))r = E l A«l2nfc»/c-i(w'>-w*-w')(T'-T")

+ E IXkk\2(nl -  n , ) e - ^ - 2- fc)(r'-r») _ (CJ2)
k

The next step is to integrate over t '  and t " . Let us first make a variable change for t " :

T  =  t '  — t " . Then, the integral over t "  becomes

f  (lT"e - i(wp - wk-^i)(T'-'r") — f  dr[' e -i(.!yr-uk-ut) T ' (C.13)
Jo Jo

Since the reservoir is in thermal equilibrium, its correlation time is much shorter than any 

typical system time. Thus
pTf
/  d T e - 1 = (u7p -  u k -  o j i )  . (C.14)

Jo
The integral over r '  and t "  now becomes, for instance,

J _  f T  .  ,  r '  .    7T

h 2T
[  d r 1 f  d r " ( F ^ ( t ' ) F ( t " ) ) f t  =  E  l - M 2 n kn t S(ojp -  u k -  u>i)

Jo Jo h ^

+ 72 E (nl ~ nk)K^p -  2“>k) -(C. 15)
Now let us replace J2k by f  du>D(u>), then

J -  f  d r ' f  d r " { F \ T ' ) F ( r " ) ) f t  (C.16)
h t  Jo Jo

7T
~ 2

[ Ulp/  d u D { u )  |A(u7,Wp -  u})\2 nwnw u
ft Jo,u>̂ u>p/2

7r
+ j p D ( u p/ 2 ) 6 u \ \ ( u j p/ 2 , w p/2)\ (n Wpj2 -  nUp/2) . (C.17)

Here 6u> is the line-width of the u>p/ ‘2 energy level in the reservoir. Substituting this result 

back into Eq. (C.fO), we finally get the master equation for the system phonons:

p ( t ) =  - ( T  +  7 ) {b\bpp -  bppbty -  F {pb]pbp -  b\pb^j +  h. c. (C.18)
7T f^P

F =  to  /  du  D { u ) \ \ { u , u p - u ) \ 2 w
h J Q }w ^ u j p / 2

+  y.dJ{u)pl2) 6 ll> |A(u7p/2,u;p/2)| ()iWp/ 2 ~~ nwp/ 2 ) (C.19)

7f f^P
7 = 72 /  du  D(oj) |A(a;,n;p -  u ) \ 2 (nw +  n„ w +  f )

t l  J0,u>^:u>p/2

+ ̂ D (u > p/2)6u>\\(u>p/ 2 , u p/2 ) \ 2 (2nWp/2 +  1) ,  (C.2 0 )
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which is Eq. (3.109) in Section 3.4.4.

In deriving this m aster equation, we have assumed th a t  the interaction between the 

system and the reservoir is weak, and tha t  the correlation or relaxation time for the reservoir 

is much shorter compared to th a t  of the system. Therefore, this m aster equation is not 

exact. Nevertheless, as a first order approximation, this equation gives a reasonably good 

qualitative description of the system phonons.
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A p p en d ix  D

D erivations for th e  P olariton  
A pproach to  O ptical P h on on  
Squeezing

D .l  Transformation M atrix and Energies o f Polaritons

where E k is the polariton energy. Recall tha t  the polariton Hamiltonian in the photon- 

phonon representation takes the form shown in Eq. (3.112). The Hamiltonian Ifyn,\;uiu,n 

only mixes photons and phonons with the same or opposite wave vectors. Thus let us 

choose a particular k and —k and adopt a simplified notation. The Hamiltonian now takes 

the form

The polariton operators «k are related to the photon and transverse optical phonon oper

ators a*; and l>k through Eq. (3.116),

«k =  wak +  xbk +  i /« tk +  zbl_k . ( D . l )

Notice th a t  we have dropped the polariton branch subscripts because they will automatically 

appear when we solve the secular equation for the polariton energy, as will be shown below. 

The coefficients w, y , and s can be determined using Eq. (3.119)

[ « k , II]  =  E’k « k  , (D.2)

H** polariton £ i ( 4  “ k +  a - k  a - k )  +  s 2 ( b {  bk +  h t k 6 _ k )

(D.3)

(D.4)

( D . 5 )

£\ =  hck

£ 2 = h u  o \ / l  +  X
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, /  h 2cku>ox \ 1/2
3 \ 4  V T T ^ J

(D .6 )

c)

The comm utator [c*k , H] can now be calculated

[«k , H ] =  u;[ak , H] +  x[bk , H] + y [ a l k , H] + z[b[_k , H ]

=  w  (ejak  +  £3&tk +  £3&k) +  x  (e2^k +  £3« t k “  £3«k) 

+y ( - £ i « l k  +  £3&k +  £3&tk) +  ~ ( - £26+_k +  £3^  -  £3a'_kj

= (we 1 -  xe 3 +  ze3) nk +  (we3 +  xe 2 +  ye3) bk 

+  (xe3 -  ye\ -  ze3) «Lk +  (we3 +  ye3 -  ze 2 )b i_ k 

= E k (wak +  xbk +  yal_k +  ^ L k) ■ (D.7)

Comparing the coefficients of the operators in the last equality, we get a set of linear 

equations:
(£1 -  E k )w -  £3 .7: +  £32 =  0
£3w +  (£2 -  Ek )x +  £3]J =  0
£3^ -  (£1 +  E k )y -  £32 =  0
£ 3  w +  £ 3  y — (e2 +  E k )z =  0

For this set of equations to have non-trivial solutions, its determinant must be zero:

(D.8)

£1 - E k - £ 3  0 £3
£3 (£2 -  E k ) £ 3 0
0 £3 - (£ 1  +  E k ) —£3

£3 0 £3 — (£2 +  E k )

= 0 (D.9)

The characteristic polynomial can be simplified into a quadratic form

( E k ) 2 -  (e\  +  e \ ) E k +  e^e^ +  4£j£2£§ =  0 . 

The solutions to this equation are

El = \  j £? + £2 ±  \J(A ~ £1)2 -  16£i£2£^J .

(D.10)

( D .n ;

These two solutions correspond to  the two branches of the polaritons (since both photons 

and phonons have positive energy, we ignore the negative energy terms here). Since £j, e2 

and £ 3  are all symmetric for ± k ,  the energy for the ± k  modes polaritons are also the same. 

Substituting the energy E k back into Eqs. (D.8), we obtain the following relations between 

w, x , y, and 2

(£1 ~  E k )(e2 +  E k )
2£2£3 

£1 -  E k

■w,

-w
£1 +  E k
_  (£1 ~  E k )(e2 -  E k ) 

2£2£3
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(D.12)

(D.13)

(D .14 )



In addition, a  satisfies the Boson commutation relation so tha t

[wak +  xbk +  t / a lk +  zb[_k , w*a\, + x*b[ +  ?;*«_k +  z*b_k] =  1, (D.15)

which can be simplified to

M 2 +  |n;|2 — \y \2 -  \ z \2 =  1 . (D.16)

Combining this equation with Eqs. (D.14), we are able to express w in terms of E k , £q, e2, 

and e3, with

(  f c i E k e2 Ek(£\ ~ E k ) 2\  2
v )  =  - --------------- — — 7 7 ---------------------------5 - ^ ----------------- . ( 0 . 1  ^ )

\ ( ^ l  +  ^ k )  4 £ 3 )
We have chosen w  to be real since such a constraint simply removes the phase arbitrariness 

of the polaritons. Together with Eqs. (D.14), y, and z can all be determined straightfor

wardly.

For the particular choice of parameters

£1 =  1
£2 =  c (D. 18)
-'.3 =  ' i V v / i  1 +  x)

where y is the dimensionless dielectric susceptibility (in MKS unit) of the crystal, and the 

energy is measured in units of c/r, the energies of the polaritons become

E l  =  ± j c 2 +  1 ±  ^ ( c 2 _  1)2 +  . , (D.19)

which has two branches. If we further assume that  c is a number tha t  is not very close to

one, or more accurately, assume tha t  4e2/\ / ( c 2 — 1 )2 <C 1, the energies of the two branches

can be written approximately as (taking the case c > 1)
•2c
" l^ i ,k  — f2 +  75 fW (D.20)

E l k =  1 ~  —pX • (D-21)
c2 

c2 -  1

When c approaches 1, so tha t  4e2x / (e 2 — l )2 1, while x  is still much smaller than 1, the

energies become

E l  = (1 +  c2 ± 2 c V ^ ) / 2 ,  (D.22)

which have a very different dependence 011 \  from the previous case with 4e2x / ( e 2— l )2 <  E 

Such a change originates from the energy degeneracy between photons and phonons at c =  1. 

In our calculations, we have fixed e at 1.2 while change the susceptibility y .

In summary, we have shown in this section how to obtain the transformation matrix A  

in Eq. (3.125) and the energies of the polaritons from a given set of parameters £j, £2, and 

£3-
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D .2 Correlations betw een the Two Polariton Branches

In writing down the equation [a,-k , H] =  i?ka;k) we have implicitly assumed that  the two 

branches of the polaritons are independent. However, this constraint is not automatically 

embodied in the polariton transformation Eq. (3.116). Here we demonstrate th a t  the two 

branches are not totally independent, and tha t  there are weak interactions between them. 

Recall tha t  for j  =  1 ,2

«jk =  Wjak +  Xjbk +  y ja ! k +  Zjb tk ■ (D.23)

The comm utator can be calculated,

[«lk, <*2,-k]

=  W i y 2 +  x i z 2 -  W 2 y \  +  x 2 Z\

W i W  2

and is generally nonzero. When we take the particular choice of units so th a t  £\ =  1, s 2 =  c, 

£3 =  i y j x t / i 4 +  4x), and assume tha t  \  is small, the comm utator can then be simplified to

[ « i k ,  £*2,—k] =  j- w \ w 2 -, (D .25)

which is proportional to e -  1. Therefore, when c is somewhat close to one, our assumption 

of independent branches for polaritons is justified. In other words, if the phonon and photon 

frequencies are close to each other (e ~  0 ( 1)), the two polariton branches are approximately 

independent.
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A p p en d ix  E

D etec tio n  o f O ptical Squeezed  
S ta tes

There are several distinct ways to  detect optical squeezed states. It is im portant to study

scheme. For this purpose, we need to understand their most salient features. Here we 

briefly summarize several detection methods and their respective advantages. These are 

not described in the standard phonon literature. For more details see Ref. [58].

E .l D irect D etection

The signature of a single-mode squeezed state  is its lower-than-vacuum noise in one of 

the quadratures. We can detect this variation of noise by counting the photon numbers. 

Consider a photon detector of efficiency ?/. Such a device can be thought of as an ideal 

detector with 100% efficiency plus a  mixture of some vacuum noise at the input. The final 

photocurrent (in) is related to the input photon number (n) as

coherent component, re*0 is the complex squeezing factor, and (m)  is the measured strength

which of these methods might be more suitable for a potential squeezed phonon detection

(in) =  rj (h),

( (A in ) 2) = i]2 ( ( A h ) 2) +  7/(1 -  rj)(h)

(E .l)

-  1 , (E.2)

(E.3)

Here h is the photon number operator for the input squeezed light, cf> is the phase of its

of the photocurrent, which is equal to the number of input photons (h) times the detector 

efficiency T).



Equation (E.3), which relates the output noise ((Am)2) and the input noise ( ( A n ) 2 ) ,  

clearly tells us that if the input light has a sub-Poissonian distribution in the photon num

ber, i.e., ((A?r)2) < ( n ) ,  the output photocurrent also has a sub-Poissonian distribution, 

((Am)2) < (m). Therefore, by measuring the average photocurrent (m) and its fluctu

ation ((Am)2), we can obtain information on the average input photon number and its

fluctuation.

This detection scheme is not very sensitive because it depends heavily on the phases </> 

and 0 / 2, which are properties of the input squeezed state. In this situation, the desired 

phase lock between 4> and 0 / 2  is not guaranteed. Furthermore, this scheme can only detect 

the statistics of the photon number, but not the quadratures and their noises.

Let us now focus on the effect of the photon detector efficiency ?/. From the above 

relation between the output noise ((Am)2) and the input noise ( ( A n ) 2 ) ,  it is clear that 

a relatively small 77 can prevent squeezing effects from being detected. One term in the 

output noise is directly proportional to 1 -  ?/. Therefore, when the detector efficiency // is 

small, the information loss is large. The contribution from this term in the output noise 

can completely dominate the contribution from the input signal noise, so that the squeezing 

effect in this case is not detectable.

this scheme, the input squeezed light of siugle-mode a  will be superimposed onto a local 

oscillator of mode —with the same frequency as the input fight—by a symmetric beam

splitter. Here L  denotes “Local oscillator” . The output annihilation operators d \  and d 2 

satisfy

where r  and t  are the reflection and transmission coefficients. The coupling matrix should 

be unitary, so that

E.2 Ordinary H om odyne D etection

To overcome the problems present in the direct detection method, phase-sensitive ap

proaches must be used. The homodyne detector is such an example (see Fig. E.l). I11

2 1 ( E . 5 )

(E.6)r * t  +  r f  = 0 .

The second condition above implies that

arg{r} -  arg{/} = | . (E.7)
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For an Ordinary Homodyne Detector, only the first ou tpu t is used. The following restric

tions on the transmission and reflection coefficients and the local oscillator strength must 

be imposed

\r\ <  |/ |, M |a L| >  \t\\a\ , (E.S)

where a i  is the amplitude of the  local oscillator, and a  is the coherent amplitude of the

input squeezed light. We also need to introduce a quadrature  operator

W ( p )  =  ^  (e* 'V  +  e - '^ a )  , (E.9)

p  =  arg{r} -  arg{/,} +  <j>L =  ^  +  (j)L , (E.10)

where (f>L is the phase of the local oscillator and is generally time-dependent.

The detected photocurrent (m i) and its fluctuation ( (A m i)2) are

(m i )  =  2?/|r||/,||cv/J||o | cos(y? — <j>) ( E . l l )

( ( A m i ) 2) =  7? |r |2| a / J 2 ( l  +  r/ | / |2 [d(( AIT(<y?))2) -  l ] )  (E.1‘2)

((ATV ( p ) f )  =  ^  ^e- 2s cos2( y ? - ^ )  +  e2s sin2( y > - ^  . (E. 13)

Here m i  is the detected current operator, and sel° is the complex squeezing factor. It can be 

seen from Eq. (E.1‘2) tliat there are two contributions to the outpu t noise: one, ?/|r|2|ay,|2, is 

from regular shot noise, while the other, ?/2| r |2| / |2|a / , |2(4((AlT(y?))2) — 1), contains the noise 

of the quadrature  W( p) .  If the input is a beam of squeezed light, the second contribution 

will be negative, so th a t  the to ta l noise will be less than the shot noise. Therefore, squeezing 

can be detected by finding sub-Poissonian statistics in the ou tpu t photocurrent.

In the Ordinary Ilomodyne Detection scheme, the phase <j>i of the local oscillator can 

be manipulated in such a way as to maximize the squeezing effect in the noise of W( p) .  

We can thus vastly improve the efficiency of detecting any squeezing effect over the direct 

detection method, whose output is fixed by the input squeezed light.

E.3 Balanced H om odyne D etection

In a. Balanced Ilomodyne Detector, the reflection and transmission coefficients of the beam

splitter satisfy the following conditions

! r  | =  | / 1, |o L| » | a | .  (E.l/l)
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Detector 
No.2, *n

d2 = ra + taL

a
di = raL + ta

Symmetric A 
Beamsplitter a,

Detector 
No.l, T1

Local 
Oscillator

Figure E .l :  A schematic diagram of a typical homodyne or heterodyne photon detector,
where the ideal symmetric beamsplitter mixes the input and the local oscillator light, and 
the detectors are photon counters with efficiency rj. The local oscillator has the same 
frequency as the input signal. Notice tha t  the ordinary homodyne detector only uses one of 
the two photon counters, while the  balanced homodyne and heterodyne detectors use both 
of the  photon counters by measuring the photocurrent difference from the two counters.
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Both outputs  are used and the measured quantity is the current difference (11112)- The result 

is

?hi2 =  cl\di — d \d 2 , (E.15)

(m 12> =  2V\aL\(W(<p)) , (E.16)

<(Amt2)2) =  v \aL\2 ( l  + r,[4((AW(<p))2) -  l ] )  , (E.17)

( ( A W ^ ) ) 2} =  I ^ c o s ^ - ^  +  e ^ s i n 2^ - ^ )  . ( E .1.8 )

Here ((AW(v?))2) is the same as in the previous section on Ordinary Homodyne Detection. 

It can be seen tha t  the balancing scheme has completely eliminated the noise contribution 

from the local oscillator, thus improving the ability to observe the squeezing effect. Similar 

to the Ordinary Homodyne Detector, squeezing in the input single photon mode leads to 

sub-Poissonian statistics in the outpu t photocurrent.

E.4 H eterodyne D etection

Heterodyne Detection is used to detect two-mode squeezed light. The experimental setup 

is the same as the Balanced Homodyne Detector (see Fig. E .l) .  The input is a two-mode 

(of frequencies uq and u 2) photon squeezed state, while the local oscillator has a frequency

u L =  ( u l + u 2) / 2 .  (IT 19)

The new quadrature operator for the two modes is

WW( i f )  = ±£cl ( e ^ 4  +  e - ^ a , )  +  ± S c2 ( e^a*  + e ~ ^ a 2) . (E.20)

Here £„ =  y/hu)i/2eoV is a measure of the vacuum noise at the frequency uq (/ =  1, 2), 

and £0 is the vacuum dielectric constant. When the two frequencies uq and u>2 are close 

enough, they can be substituted by a common factor £c. The result will then be essentially 

the same as tha t  of the Balanced Homodyne Detection.
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A p p en d ix  F

Q uantization  o f an LC C ircuit

In an LC circuit, we can define a  phase 4> [86],

V d T ,  (F . l )
J  — CO

which can be related to the flux $  through the inductor by using Faraday’s law

$  =  $ 0^ .  (F.2)
27T

Here <I>o =  2ixh/e* is the flux quantum and e* is the charge of the carriers in the circuit. 

The Lagrangian of the whole circuit is

(M >
with <F,; the externally applied flux. The canonical momentum is

P = - ^ C V = ^ Q ,  (F.4)
e  c *

where Q is the charge on the capacitor, so tha t  the following commutation relation holds:

[<t>,P] = i h ,  ( F.5)

or

[*,Q] = ih .  (F .6 )

Thus the Hamiltonian of the circuit is

H,X: ~  2C  +  2L ' ( 1 ' °

and the Schrodinger equation of the system iis
A

i h - y  = H LCV ■ (F .8 )

An analogy exists between the dynamics of an LC circuit and a harmonic oscillator, as 

shown in Table F. Because of these similarities, an LC circuit can be treated  as an harmonic 

oscillator and can be quantized accordingly.



harm onic  osc illa tor LC circuit
Coordinate x Flux or phase (f>
Velocity v Voltage V  = $  = Q / C
M omentum p Charge Q
Mass m, Capacitance C
Spring constant k 1/Inductance, 1JL
Frequency u> — s j k j m Frequency u> = 1/  \ / L C

Table F . l :  Comparison of the physical quantities of a harmonic oscillator and the analog 
variables in an LC circuit with a  superconducting junction.
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A p p en d ix  G

R ota tin g  W ave A pproxim ation

G .l R otating Wave Approxim ation for Josephson Junctions

Our approach is based 011 tire assumption tha t ,  under some physical circumstances described 

in the paper, we can use the small-pha.se approximation. Furthermore, in Sec. 5.7 we have 

also used the ro tating wave approximation (RWA) to eliminate the non-number-conserving 

terms produced by the (j>4 expansion. In fact, the RWA corresponds to perturbatively 

calculating the energy to first-order while keeping the eigenfunctions unchanged. To justify 

these statements, here we calculate the second order correction on the energy levels, and 

also the first order correction to the wave functions.

Let us first analyze the complete expansion of </>'*

^4 =  ^ - ( o  +  «t )4 - (G.l.)

Ignoring the constant part  and concentrating on the operator part  for now, we can simplify 

the expansion by writing it as

(a + a^ ) 4 =  6 ( a V )2 +  6a^« +  3 +  a *4 +  a4 +  4a^2 (a^a) +  4(a^a)a2 +  6a '*'2 +  6a 2 . (G.2)

Our unperturbed states are number states of a harmonic oscillator |n). There is no de

generacy. The first three terms above contribute to the first-order perturbation in energy 

and do not affect the eigenstates, because they commute with I I0. The remaining terms 

contribute to  second-order perturbation in energy and do affect the eigenstates, since they 

mix the number states. Thus the first-order perturbation on the energy is



which is only related to those number-conserving terms. On the other hand, the second- 

order energy perturbation is

^  -(0) ro)
r ( 2 )

m^n £

-  { _ ^ 6 +  4re)2( n  +  2 X n +  !)  +  ^ ( 4n “  2 f nin ~ !)

~ ^ ( n  +  l)(rc +  2 ) 0  +  3 ) 0  +  4) +  ^ 11(11 -  1 ) 0  -  2 ) 0  -  3 ) j  . (G.4)

As long as A is not too small, the  (96A)2 in the denominator will dominate when n  is not 

large. For example,

42. ( 2 )

0 (96A)2
_(2) _  630

Tf/tw, (G.5)

2 h u , (G.6 )
(96A)2 
2040 ,

2 ^  ( G J )
( 2 )

£ 2

A2)

(96A)2

( G ' 8 )

When A =  1, we have £g2  ̂ ~  0.004/iu; while £ ^  — 0.2 'ho. In the meantime, £ ^  ~  0.13/iu; 

and — 1.6hu>. Therefore, for the 11WA to be valid, we need to work in the n < 2 

range so th a t  the second order corrections to  the energy is much smaller than the first-order 

corrections.

We also need to  calculate the first-order correction to the eigenstates, to check if we 

need any further constraints on n. The perturbed states are

l»> =  l»> +  L  -(oj (b) I™)
ni^n £n £m

\ 1 1 v -  (a +  a )‘ l„ \
> + 96A A  n - m  |m)7727=71

=  l«> +  g ^ { - ( 2n +  3) \ / ( n +  l ) (n  +  2 ) |n +  2 ) +  (2n  -  l ) y / n ( n  -  l ) |n  -  2 )

+  2)(n +  3)(?i +  4) |n  +  4)

+  I v/ „ ( „ - l ) ( „ - 2 ) ( n - 3 ) | » - 4 ) } .  (G.9)

For example,

10)1 =  1°) "  ¥ A  ( 6 v̂ I 2) +  v ^ l 4)) , (G -10)96A
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11)' =  | 1 > - ^  ( l° V 6 |3 )  +  n/120|5)) , ( G . l l )

12 )' =  I2 ) -  ~  ( 28v/3 |4)  +  V 360 |6 )  -  6 \ / 2 |0 ) )  , (G .1 ‘2)

13)' =  | 3 ) - ^ ( 3 6 n/5 |5) +  > /840 |7 )-10> /6 |1 ))  , (G.13)

|4)' =  |4) -  ^  (22>/30|6) +  \/l680 |8) -  28\/3|2) -  V24|0}) . (G .14)

In the particular case of A =  1 (E c  = Ej ) ,  we have

|0 )' “  |0) — 0.0912) — 0.0514), (G.15)

|1)' “  |1) — 0 .2613) — 0 .1115) , (G.16)

|2 )' ^  |2 ) — 0.5114) — 0.20|6) +  0.0910 ) , (G.17)

J3)' “  |3) -  0.8415) +  0.3017) -  0.2611) , (G.18)

|4}' “  |4) -  1.2616 ) +  0.4318) -  0.51|2) -  0.05|0) (G.19)

We can clearly see th a t  the correction to the ground state  is very small, while the correction 

on the first excited state  is non-negligible. Therefore, it is cautious not to extend our 

approach to the regime with n > 1. The physical reason for this restriction is clear. For 

large n  (large energy), the x A term in the potential is larger than the x 2 term, so tha t  the 

perturbative results are no longer reliable.

G.2 The Tim e-Evolution Operator o f a Linearly-Driven  
Josephson Junction

In the case of linearly-driven Josephson junction, corresponding to I I 2 (current-biased 

junction) and I I 3 (external-field-driven superconducting ring with a Josephson junction) in 

Section 5.7, the Hamiltonian can be written as

I I 2 = Hq + V ,  (G .2 0 )

Ho = hfia^u — h v {a ia')'i , (G.21)

V  =  7 (0  +  ^ ) .  (G .2 2 )

Here we use case (2) as an example, while case (3) is qualitatively (but not quantitatively 

because of different parameters) the same. Our goal is to obtain a factorized evolution 

operator. To achieve this goal, we first employ the interaction picture

0 l  =  e i H o t / h 0 s e - i Ho t / h   ̂ ( C . 2 3 )
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1 * 2 ) ,  =  eiHot!h\* 2) s ,  (G .24)
r\

i n d j \ * 2 ) i  =  ^ / l * 2) / ,  ( G . 2 5 )

where

H i  =  exp( iHot/h )  V  e xp (—i I I o t /h ) .  (G.26)

Since [a)a, (a^a)2] =  0, we can factor exp ( —i H ^ t / h ) into exp ( —i^ita^a) exp[—iv t{a)a)2]. So 

now we have

H i  =  exp ( j -H o t^  V  exp ( ~ ^ H 0t

  a)^ a y  ^ —if.it a ^  — i v t { a }  a )2

_ e iL>t{a^a)2 _|_ e*U<a t) e ~ i i ' t ( a l a ) 2

=  7  +  a e - 2 i v t a 1 a e H » - » ) t ' j  _ ( G . 2 7 )

In the derivation we have used the results from Appendix G.3. If we let

| * 2(*)), =  t / ( < ) |* 2(0 ) ) / ,  (G.28)

the Schrodinger equation becomes

r\

i h ^ u j ( t )  = I h U ^ t ) ,  (G.29)

so th a t  we can obtain a formal time-evolution operator

Uj ( i )  = T  exp (^~j~ Hjclr^j , (G.30)

where T  is the time-ordering operator. This expression cannot be easily simplified. However,

using the Magnus approximation [66], and accurate to  first-order in Hi ,  we can drop the 

time-ordering operator. Thus,

Ui{i)  =  exp ( ^ - j r j o H i d r j .  (G.31)

Recall th a t  a and a t are operators in the Schrodinger picture. Namely, they are time-

independent. Therefore,

Ui{t)  =  exp J \ e 2il,ra' ae - l(u- ^ r a) +  ae~2il/T̂ ael^ - ^ T)dT^j

=  exp [Q f* e2il/Taiae~i l̂' ~ ^ Tdr^j a f +  a £  e~2iuTaV ^ - ^ d r  j

=  . (G.32)
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where
7  l - w * e * ' ( 1 - “ , “ / 8 A )

V = t  ; r~ 7= ----- • (G.33)
Tiu} 1  —  a ' a / 8 A

Now the s ta te  vector in the interaction picture is

1*2(0)/ =  6^ — ' > 2(0 ) ) / ,  (G.34)

so the s ta te  vector in the Schrodinger picture is 

| * 2(<))s =  e - ' ^ l  $ 2( 0 ) /

_  e-Uiia,ae- IVi(ata)2er!a t - , !*a j^2^Q^s  _ (G .35 )

Now th a t  we have the state  vector, we can readily calculate the fluctuations.

G.3 Derivation o f Two Useful Relations

Throughout this paper we deal with operators which satisfy the Boson commutation relation 

[a, fit] =  1. To calculate various commutation relations and fluctuations, we need to compute 

quantities such as e- aaia(ieaaia aiKl e-?n (“fa)2fte?n G M 2 _ j j ere we present the computation, 

in which we have used the Taylor expansion of an exponential operator eA =  J2nLo 

Now let us look at aeaat" first,

( a a U i ) n  v X  a n a ( c J a ) nlto = a £  (aa a r  = J 2
n—0 n=0

a n ( a a t ) " a  _  ~  o n ( a t a  +  1)a
a

7 1 = 0  ’ 71 =  0

_  e«(ota+l)a =  e«*'aeaa _ ( £ 3^

c- “ataaeoa,a =  e - “a,aeoatae"fi =  eaa , (G.37)

Therefore,

where a  is a complex number.

We can use the same technique to calculate e - ’fl(ata)2(ie/J(at“)2. Again we will first look 

at f le^a,a)2,

_  v 2'  ( /fa ta)2" _  v '  a ^ a ) 2"
^ 0  Tt! ^  n\

=  =  (Cl.38)
n n! n n!7 1= 0  71= 0
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Therefore,
e - / ? ( a , a ) 2 a e / 3 ( a t a ) 2 =  p - f 3 ( Aa) ^ ( a t a + l ) ^  =  e / 3(2a t a + l ) fl  ̂ ( q  g g )

where (3 is a complex number. Both of the above quantities come from the Heisenberg 

operator exp ^  / 04 Ildr^ja  exp j- fg Hdr ') .  Since the Hamiltonian is Hermitian, a  and [3 

should both be purely imaginary numbers. We also have implicitly used the Baker-Hausdorff 

formula: eA+B = eA eB , \ i  [A, B] = Q.
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