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Nomenclature

Section 1

c0: interlayer distance

Section 2

σ , σαβ : conductivity
n: electron density

Section 3

a1,2: elementary lattice vectors
a0: distance between nearest carbon atoms in the layer
t: hoping amplitude between in-plane nearest-neighbor carbon atoms
t0: hoping amplitude between inter-plane nearest-neighbor carbon atoms
t ′: hoping amplitude between in-plane next-nearest-neighbor carbon atoms
tg : hoping amplitude between inter-plane next-nearest-neighbor carbon atoms
t3: hoping amplitude between nearest-neighbor non-dimer carbon atoms
t4: hoping amplitude between nearest-neighbor non-dimer to dimer carbon atoms
σ : spin projection
N : number of unit cells
f (k) =

3
j=1 exp(ikδj)

F(k) = 2 cos(
√
3kya0)+ 4 cos(

√
3kya0/2) cos(3kxa0/2)

b1,2: elementary reciprocal-lattice vectors
δj: three vectors (j = 1, 2, 3) connecting nearest-neighbor sites in honeycomb lattice
K,K′: locations of the Dirac points in the reciprocal space
ε
(s)
k : electronic bands

σ̂ = (σx, σy, σz): Pauli matrices
ρ(ε): density of states
µ: chemical potential
VBZ : volume of Brillouin zone
V : bias voltage
njασ : the electron number operator
ξ = ±1: valley index
m0: free electron mass
m = t0/2v2F : effective charge carrier mass
pL: shift of the cones from Brillouin zone corner due to trigonal warping
εL: energy of saddle points due to trigonal warping

Section 4

χ̂1,2: chirality operators
η1,2: band indices
γ 5: 5th Dirac matrix
c = η1η2: cone index
χ = η1: chirality index
π̂ = ξ∂/∂x + i∂/∂y
J: winding number

Section 5

Φ0 = 2π h̄c/e: magnetic flux quantum
ωc : cyclotron frequency
lb: magnetic length
ELL(n): nth Landau level energy
Nf : degeneracy factor
N: electron number
ν: filling factor
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ΘF: Faraday rotation angle

Section 6

tR: Rashba spin–orbit strength
dij: lattice vector from site i to site j
M: magnetization

Section 8

ε0 = 4εL: energy scale characterizing the trigonal warping
Σ(ε): self-energy
ni: impurity concentration
u: energy characterizing the impurity strength
x: doping
x̃: local doping
x2rms = ⟨x̃2⟩ − x2
ρ∞: density of states asymptotic at high energy
W = niu2ρ∞/2ε0: dimensionless disorder strength
Γ = πWε0/2: scattering rate due to disorder
µc : mobility

Section 9

Ĝ(z): Green’s function
ωn: Matsubara frequency
f (ε): Fermi function
µ: chemical potential
Aij: amplitudes of the spectral representation of Green’s function
Γ : phenomenological broadening constant

Section 10

U0: on-site Coulomb repulsion
U01: nearest-neighbor in-plane Coulomb repulsion
U02: next-nearest-neighbor in-plane Coulomb repulsion
U11: nearest-neighbor inter-plane Coulomb repulsion
∆

xy
kσ : order parameters

Ω: grand potential
µ′

= µ− U0x/2: shifted chemical potential
q: vector characterizing incommensurability of the antiferromagnetic state
Snαa: average electron spin at site n
V (q): Coulomb potential in the momentum space

Section 11

ϵ(k, ω): dielectric function
Π(k, ω): irreducible polarization

Section 13

Ā: in this section means the complex conjugate A
θ : twist angle between two graphene layers
L: Moirè period
m0, r: mutually prime positive integers defining a particular ‘‘commensurate’’ twist angle
N(m0, r) or N: number of sites in the elementary unit cell of the superlattice
R1,2: superlattice vectors
LSC = |R1,2|: supercell linear size
G1,2: basis vectors of the reciprocal superlattice
Kθ ,K′

θ : Dirac points of the top (rotated) layer
∆K = Kθ − K
K1,2: non-equivalent Dirac points of the reciprocal superlattice
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t⊥(r) and t̃αβ
⊥
(G): interlayer hoping amplitude and its Fourier transform

Tαβ
⊥

: interlayer hoping Hamiltonian
ϱ: relative shift between the layers
v∗

F : renormalized Fermi velocity
θc : twist angle at which v∗

F (θc) = 0
∆EvHs: energy difference between two van Hove singularities
Vppπ (r) and Vppσ (r): Slater–Koster parameters
∆s: band splitting
ω∗

c : twist-dependent cyclotron frequency

1. Introduction

Systems with only carbon atoms show a number of different structures with a variety of physical properties because of
the flexibility of its chemical bonding. Among these systems there are allotropes of different dimensionality from three-
dimensional (3D) graphite and diamond to low-dimensional structures, such as fullerene and carbon nanotubes, which
could be thought as zero-dimensional and one-dimensional objects respectively. A two-dimensional (2D) carbon allotrope
graphene was the first produced stable 2D crystal [1]. Graphene is composed of carbon atoms forming a honeycomb lattice.
This 2D system has a number of intriguing physical properties that are of interest for fundamental physics and important
applications. It is also important and interesting to increase the family of 2D solids. A possible approach in this direction is
to produce 2D structures of different chemical compositions such as silicene, nitrogen boride, etc. A different method is to
manufacture few-layer carbon systems, of which the simplest and the most obvious is the graphene bilayer. The electronic
properties of the graphene bilayer is the subject of the present review.

The graphene bilayer can exist in three modifications: AA, AB (or Bernal phase), and twisted bilayer. The simplest form
is the AA bilayer [2], in which each carbon atom of the second layer is placed exactly above the corresponding atom of
the first carbon sheet. However, this structure is likely to be metastable, and only few authors reported manufacturing AA
samples. In the AB bilayer, or Bernal phase, half of the carbon atoms of the top layer are above the carbon atoms of the
lower layer, while other atoms located above the centers of the lower-layer hexagons (in naturally-occurring graphite the
carbon atoms are ordered in similar manner). The Bernal (or AB) bilayer graphene is the most stable, and its high-quality
samples are produced and studied inmany experiments. In the third type of bilayer graphene structure, the top carbon layer
is rotated with respect to the lower layer by some angle θ [3]. Such a structure is also stable, and the twisted samples are
produced using some special technological processes. The electronic properties of the bilayer structures listed above are
rather different. Thus, in the chapters of this review we usually consider each of them separately.

The theories of electronic properties of the bilayer systems are built upon the knowledge of the electronic structure
of single-layer graphene [4]. It is established that, for single-layer graphene, the sp2 hybridization between the carbon s
orbital and two p orbitals enables the formation of a σ bond between neighboring atoms. The σ bond is responsible for the
robustness of the lattice structure in all carbon allotropes. Because of the Pauli principle, these bands have a filled shell. As
a result, a valence band appears. The pz orbital, which is perpendicular to the graphene plane, binds covalently with carbon
atoms nearby. This leads to the formation of aπ band. Since every p orbital hosts one extra electron, theπ band is half-filled.

In the equilibrium configuration, the interlayer spacing in the AB bilayer is estimated [5] as c0 = 3.35 Å. In the AA and
twisted bilayer samples, the interlayer distance could be slightly different. Furthermore, in twisted bilayer graphene the
interlayer distance is spatially modulated [6]. The nature of the interaction between graphene sheets in bilayer graphene
was analyzed by many authors (see, e.g., Refs. [7–11]). The hybridization between the s orbital and the pz orbitals in the
bilayers is more cumbersome than in the single-layer graphene. However, as in the case of the single layer, the π band is
formed in bilayer graphene and the π band is half-filled if the sample is not doped.

The charge carriers in single-layer graphene are massless chiral quasiparticles with a linear dispersion, as described by a
Dirac-like effective Hamiltonian [4]. This was confirmed in a number of experimental observations, particularly, the Landau
quantization in themagnetic field and the integer quantumHall effect. The low-energyHamiltonian of bilayer graphenemay
be viewed as a generalization of the Dirac-like Hamiltonian of monolayer graphene, resulting in a more complicated picture
of electron and hole dispersion. For example, AB bilayer quasiparticles demonstrate parabolic dispersion at low energies
and linear dispersion at higher energies. As we will see below, the electronic spectrum of bilayer graphene may be gapped
or gapless. There are several mechanisms, which could induce a single-electron gap in a bilayer sample. Such a mechanism
may, or may not, rely on the electron–electron interaction. Depending on a particular situation, the gap in the spectrum can
be controlled by doping, gate voltage, or some other parameter. The possibility of having a graphene-based systemwith the
gap in the spectrum is of interest for applications in electronic devices.

Many macroscopic properties of bilayer graphene are similar to that of the monolayer samples. In particular, the well-
prepared samples have high electric and thermal conductivity, high mechanical stiffness, high transparency with respect to
white light, impermeability to gases, and the ability to be chemically functionalized (see, e.g., the review in Ref. [5] and the
papers cited therein). For some applications, the graphene bilayers may have definite advantages over themonolayer due to
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larger possibilities for tuning their physical properties. All this makes the study of bilayer graphene a timely and important
endeavor.

Currently, in graphene-related reviews, it is an accepted marketing device to scare the readers with huge numbers of
published papers dedicated to the graphene research. Following this trend, let us remind that in years 2014–2015 at least
1000 publications mentioned bilayer graphene. Clearly, for navigation in such a sea of information a role of review papers
must not be underestimated. While this review aims to offer a more general and synergetic coverage of the field, a reader
interested inmore specialized areas may consider more topical works. For example, paper of Das Sarma et al. [12] is focused
primarily on transport properties of both single-layer and AB bilayer graphene. Bilayer photonics applications are discussed
in Ref. [13]. Publications regarding plasmons in graphene-based systems are reviewed by T. Stauber in Ref. [14]. Nonlinear
optical phenomena of single-layer and AB bilayer were subject of Ref. [15]. Mini-review of the works on twisted bilayer is
Ref. [16]. Finally, let us cite several reviews, Refs. [17–19], which might be useful for understanding the subject.

Regarding the organization of the presentedmaterial, wewould like to comment that theAB andAAbilayers are reviewed
in parallel. Due to peculiar geometry of the twisted bilayer lattice, this type of the graphene bilayer is discussed separately,
in Section 13.

2. AA and AB graphene bilayers: available samples

2.1. AA-stacked bilayer graphene

We would like to start the review with a brief discussion of the available samples and their quality. To this date, both
theoretical and experimental research of AA-stacked bilayer lags behind the studies of AB bilayer by a significant margin.
While several papers described preparation of AA bilayer samples [2,20–22], most of the available data are gathered either
by transmission electron microscopy (TEM) [2,20,22], or by scanning tunneling microscopy (STM) [21]. These are imaging
methods. As a result, the lattice structure of the samples is visualized with high precision. Unfortunately, these techniques
give virtually no information about the electronic properties. At present, we cannot say how good or bad the available
samples are in terms of mobility or other electronic characteristics. However, witnessing the growing theoretical interest in
AA-stacked systems, we think that the situation with experiment will improve.

2.2. AB-stacked bilayer graphene

The study of AB bilayer graphene is a very active and diverse area of research. As a result, several publications reported
the preparation of AB samples of excellent quality. Inmodern graphene literature it is common to characterize the quality of
samples by their electronmobility (although, there is an exception to this rule [23]). Interpreting the relevant data one has to
remember two points. First, it is well-known that single-layer graphene has largemobility: even in the earliest samples [24]
themobilitywas as high as 104 cm2/V s. This is about 10 times larger than that of silicon. For a suspended single-layer sample
it is even higher (e.g., K. Bolotin et al. [25] reported the value of 2× 105 cm2/V s). Therefore, one should not be surprised by
the extremely high mobility values of graphene-based systems. Second, since this property is not directly accessible from
experiments, it must be extracted from measurements of other quantities. For example, A.S. Mayorov et al. [26] estimated
the mobility as c/B0, where c is the velocity of light, B0 is the threshold magnetic field for the onset of quantum oscillations.
Such quantity is called ‘‘quantummobility’’. In other papers, e.g., Refs. [26,27], themobility was equatedwith the expression
(1/e)dσ/dn, where e is the electron charge, σ is conductivity, and n is electron density. The discrepancy between two
definitions can be as small as 30% [26], or as large as 200% (see Supporting Information for Ref. [28]). Thus, comparing
data from different experimental groups one must keep in mind the possible ambiguity in the experimental definition of
this quantity.

The samples should be divided into two classes: suspended samples and samples on a substrate [e.g., SiO2, boron nitride,
polymethylmethacrylate (PMMA)]. The former usually have higher mobility because they are free from disorder introduced
by the substrate. The experimental data is summarized in Table 1.

3. Electron spectra: free electron approximation

In this sectionwe analyze the single-electron spectra of bilayer graphene. Two alternative approaches are usually applied
to derive the electronic spectra of graphene systems, as well as many other materials. The first is the ‘‘ab-initio’’ density
functional theory (DFT) calculations. The second is a tight-binding approximation, using as input parameters appropriate
hopping amplitudes. Inmany cases these amplitudes are calculated bymeans of the DFTmethod. The results obtained in the
framework of these two approaches are almost similar for the graphene-like systems. The tight-binding approach is more
simple and physically transparent. Thus, in this review we will follow the tight-binding calculations, mentioning the DFT
approach where it is possible.

Electronic spectra of different graphene systems can be classified as the so-called Dirac-type spectra. For example, in
single-layer graphene the dispersion of the low-energy electronic states is linear, similar to the dispersion of relativistic
massless Dirac electrons. Accordingly, relativistic effect, such as the Klein paradox, is observed in graphene. Recently, a
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Table 1
The quality of a bilayer sample is characterized by the mobility of its charge carriers. In this table the summary of reported mobility data for AB-bilayer
graphene samples is presented.

Substrate Mobility,
×104 cm2/V s

Temperature References

SiO2 and PMMA 0.7 From liquid He to room T [29]
SiO2 0.3 Unspecified [30]
h-BN 4 Room T [31]
Substrate material was not specified 0.05–0.2 1.5 K [28]
Suspended 0.6–35 Most data were taken at 1.5 K, highest mobility data were taken at 0.3 K [28]
Suspended 1.0–1.5 Some data were taken at 450 mK [27]
Suspended 50–150 Unspecified [26]
Suspended 8–10 Unspecified [32]
Suspended >2 4.2 K [33]

Fig. 1. (Color online) Honeycomb lattice of graphene and its Brillouin zone. Left panel: lattice structure of single-layer graphene,made out of two triangular
sublattices, A (red circles) and B (black circles); a1,2 are the lattice unit vectors and δi are the nearest-neighbor vectors. Right panel: the Brillouin zone of
graphene is a hexagon in momentum space. The reciprocal lattice vectors are b1,2 . The Brillouin zone corners are denoted by K and K′ .

number of other systems of this type became a focus of intense investigation, including topological insulators, and Weil
semimetals. Note, however, that the physical reasons giving rise to the Dirac-like behavior of the electronic spectra may be
quite different in different systems. For example, in topological insulators it arises due to a strong spin–orbital interaction,
while in graphene it occurs due to the specific symmetry of the crystalline lattice.

A graphene bilayer consists of two connected single layers of graphene. Thus, the tight-bindingHamiltonian of the bilayer
graphene can bewritten as a sumof theHamiltonians of two single-layer graphene sheets and a termdescribing the electron
hopping between these sheets. For readers’ convenience, we start with a brief review of the electronic spectrum of single-
layer graphene. Then, we consider bilayer graphene with AA stacking, (Section 3.2) and with AB stacking (Section 3.3). The
electronic spectrum of twisted bilayer graphene is analyzed separately, in Section 13. In this chapterwe disregard the effects
of electron–electron interaction, which, however, is not small in graphene systems. The applicability condition of such an
approach as well as the effects of electron–electron coupling will be discussed in detail in Section 10.

3.1. Single-layer graphene

3.1.1. Single-electron tight-binding description
The electronic spectrum of single-layer graphene was investigated in details in many papers (see, e.g., the review [4]).

The honeycomb lattice of graphene consists of two sublattices, A and B (see Fig. 1, left panel). The lattice vectors are

a1 =
a0
2


3,

√
3

, a2 =

a0
2


3,−

√
3

, (1)
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where a0 = 1.42 Å is the distance between the nearest carbon atoms. The simplest tight-bindingHamiltonian of single-layer
graphene can be written in the form

Ĥ = −t

⟨ij⟩σ

aĎiσ bjσ + h.c., (2)

where t is the nearest-neighbor hopping amplitude, aĎiσ (bĎiσ ) is the creation operator of the electron on site i of the sublattice
A (B). Index σ labels spin projection, the brackets ⟨...⟩ stand for nearest-neighbor hopping, and h.c. means the Hermitian
conjugate term. Since elementary crystalline unit of graphene includes two carbon atoms A and B, the single-electronic
spectrum of the Hamiltonian equation (2) consists of two bands, both of which are doubly degenerate with respect to the
spin projection σ .

To derive the spectrumwewill follow the standard procedure. We rewrite Eq. (2) in k-space with the help of the Fourier
transform of the electron operators,

akσ =
1

√
N


n

eikr
A
nanσ , bkσ =

1
√

N


n

eikr
B
nbnσ , (3)

where the index n runs over all the unit cells of the honeycomb lattice, N is the number of unit cells in the lattice, and rαn
is the position of a carbon atom in the nth unit cell for sublattice α (sublattice index α = A, B). The quasimomentum k
belongs to the Brillouin zone. For the honeycomb lattice, the Brillouin zone is a hexagon (see the right panel of Fig. 1). The
corresponding reciprocal-lattice vectors are given by

b1 =
2π
3a0


1,

√
3

, b2 =

2π
3a0


1,−

√
3

. (4)

It is convenient to group two operators, introduced by Eq. (3), into a single spinor Ψkσ = (akσ , bkσ )T , where superscript
T means transposed matrix. In this representation the Hamiltonian equation (2) becomes

H =


kσ
Ψ

Ď
kσ ĤkΨk, where Hk = −t


0 f (k)

f ∗(k) 0


. (5)

The function f (k) is very common in the theoretical description of the single-particle graphene spectrum. It is defined as
follows f (k) =

3
j=1 exp(ikδj), with δj being the nearest-neighbor vectors (see Fig. 1). These vectors are equal to

δ1 =
a0
2


1,

√
3

, δ2 =

a0
2


1,−

√
3

, δ3 = −a0(1, 0). (6)

Thus,

f (k) = exp(−ia0kx)


1 + 2 exp


3ia0kx

2


cos

√
3a0ky
2


. (7)

The function f ∗ in Eq. (7) is the complex conjugate of f . The electron spectrum is obtained by diagonalizing the matrix Hk. It
is given by

ε
(1,2)
k = ±t|f (k)|. (8)

The functions ε(1,2)k are shown in Fig. 2.
As it follows from Eqs. (7) and (8), the energies ε(1,2)k become zero at the corners of the Brillouin zone. It is important

to remember that of six corners of the BZ only two non-equivalent points may be chosen. These points are conventionally
denoted as K and K′ (see Fig. 1). A possible choice of two non-equivalent points is

K =
2π
3a0


1,

1
√
3


, K′

=
2π
3a0


1,−

1
√
3


. (9)

All other Brillouin zone corners are connected to eitherK, orK′ by a reciprocal lattice vector. Near the corners, the electronic
dispersion is linear with zero effective mass, similar to relativistic massless Dirac particles

ε
(1,2)
K+q = ±h̄vF|q|, vF =

3a0t
2h̄

, (10)

where vF is the Fermi velocity, q = k − K (or q = k − K′), and |q| ≪ |K|.
Thus, at low energies the single-particle spectrum of graphene consists of two Dirac cones located at the K and K′ points

of the BZ. This feature of the electronic spectrum has numerous experimental confirmations [4], and the measured value of
the Fermi velocity is vF ≃ 106 m/s.
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Fig. 2. (Color online) Electronic dispersion of single-layer graphene. The single-layer graphene conductance band (top red-and-blue surface) touches
the valence band (bottom yellow-and-green surface) at K,K′ points in the reciprocal space.

The Hamiltonian equation (2) is symmetric with respect to electron–hole exchange. Thus, the Fermi level is zero if the
sample is undoped, that is, there is one electron per carbon atom. In this regime, the single layer graphene is semimetal,
because the energy gap in its electronic spectrum is zero, but the density of states on the Fermi level is also zero. Graphene
becomes a metal upon electron or hole doping. The electron–hole symmetry is an accidental symmetry, it breaks when the
next-to-nearest neighbor hopping amplitude t ′ is taken into account. However, near the Dirac points, a non-zero t ′ only
renormalizes the Fermi level. The linear dispersion and the expression for the Fermi velocity, Eq. (10), remain the same. The
value of t ′ is estimated as [4]

0.02t . t ′ . 0.2t (11)

(see also the discussion in Section 3.2.1).

3.1.2. Effective Dirac equation
At low energy, the electron states of the single-layer graphene obeymassless Dirac equation. To obtain the Dirac equation

one can proceed as follows. Using the transformation of the electronic operators Eq. (3), the electronic fields can be expressed
as a sum of two terms, each containing single-electron states with momenta close to a particular Dirac point, either K or K′

an = e−iKRna1n + e−iK′Rna2n, bn = e−iKRnb1n + e−iK′Rnb2n, (12)

where the index i = 1 (i = 2) refers to the K (K′) point, and the spin label σ is suppressed. These new fields are assumed to
vary slowly over the unit cell. To derive the desired low-energy theorywe substitute this representation in the tight-binding
Hamiltonian and expand the operators up to linear order in the δ’s. The resultant effective Hamiltonian splits into two copies
of the massless Dirac-like Hamiltonian, one applicable near K, and the other around K′ [34]. In terms of first quantization,
we have two 2D Dirac equations for massless fermions valid close to the Dirac points

−ih̄vFσ̂∇ψ1(r) = εψ1(r) (near K),

−ih̄vFσ̂
∗
∇ψ2(r) = εψ2(r) (near K′), (13)

where σ̂ = (σ̂x, σ̂y, σ̂z) are the Pauli matrices andψi are the two-component electron wave functions. In momentum space
we have

ψ±

1 (q) = eiqr

e−iθq/2

±eiθq/2


, ψ±

2 (q) = eiqr


eiθq/2

±e−iθq/2


, (14)

where the± signs correspond to two bands ε(1)q and ε(2)q [see Eq. (10)]. The phase is defined according to θq = arctan(qy/qx),
and the normalization factor is omitted.
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Fig. 3. Density of states for single-layer graphene. Left panel: the density of states per unit cell as a function of energy in units of t . To calculate this
density, the single-electron dispersion, Eq. (8), was used. For one electron per carbon atom (undoped graphene) the Fermi level corresponds to ε = 0. The
right panel shows a zoom-in of the density of states close to the Dirac point. Reprinted figure with permission from A.H. Castro Neto et al., Rev. Mod. Phys.
81 109 (2009). Copyright 2009 by the American Physical Society. http://dx.doi.org/10.1103/RevModPhys.81.109.

3.1.3. Density of states
The density of states (DOS) per unit cell ρ(ε), derived for the Hamiltonian equation (2), is plotted in Fig. 3. It shows

semimetallic behavior [4]. For the case considered, whenwe take into account only nearest-neighbors hopping, it is possible
to derive the analytical expression for the DOS per unit cell, which has the form [35]

ρ(ε) =
4|ε|

π2t2
√
Z0(ε)

F


π

2
,


Z1(ε)
Z0(ε)


, (15)

where F(π/2, x) is the complete elliptic integral of the first kind and

Z0 =



1 +

|ε|

t

2

−
[(ε/t)2 − 1]2

4
, |ε| ≤ t ,

4|ε|
t
, t ≤ |ε| ≤ 3t ,

(16)

Z1 =


4|ε|
t
, |ε| ≤ t ,

1 +
|ε|

t

2

−
[(ε/t)2 − 1]2

4
, t ≤ |ε| ≤ 3t .

Close to the Dirac point

ρ(ε) ≈
3
√
3a20

πv2F
|ε|, (17)

that is, the DOS vanishes linearly when the energy approaches the Fermi level.

3.2. AA bilayer graphene

3.2.1. Single-electron tight-binding description
First, we derive the electronic spectrum of the AA bilayer graphene. The crystal structure of the AA bilayer graphene

is shown in Fig. 4. The AA-stacked bilayer consists of two graphene layers, 1 and 2. Each carbon atom of the upper layer
is located above the corresponding atom of the lower layer. Since layer consists of two triangular sublattices, A and B, the
elementary unit cell of the AA-stacked bilayer graphene contains four carbon atoms, A1, A2, B1, and B2. The system ismodeled
by the tight-binding Hamiltonian for pz electrons of carbon atoms, which includes in-plane and interplane tunneling [36]

Ĥ = −t

⟨ij⟩ασ

aĎiασ bjασ + t0

iσ


aĎi1σ ai2σ +bĎi1σ bi2σ


− t ′


⟨⟨ij⟩⟩ασ


aĎiασ ajασ + bĎiασ bjασ


+ tg


⟨ij⟩σ


aĎi1σ bj2σ + aĎi2σ bj1σ


+ h.c. (18)

The first sum in this expression is the in-plane nearest-neighbor hopping, as in a graphene sheet [see Eq. (2)], the second
sum describes the nearest-neighbor inter-plane hopping with amplitude t0, the third and the fourth sums correspond to the

http://dx.doi.org/10.1103/RevModPhys.81.109
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Fig. 4. (Color online) Crystal structure of the AA-stacked bilayer graphene. The circles denote carbon atoms in the A (red) and B (blue) sublattices in the
bottom (1) and top (2) layers. The unit cell of the AA-stacked bilayer graphene consists of four atoms A1 , A2 , B1 , and B2 . Hopping integrals t and t0 correspond
to the in-plane and interplane nearest-neighbor hopping, t ′ and tg correspond to the in-plane and interplane next-nearest-neighbor hopping.

in-plane and interplane next-nearest-neighbor hopping with amplitudes t ′ and tg , respectively. The symbol ⟨⟨. . .⟩⟩ denotes
summation over the next-nearest-neighbor sites.

The values of the hopping integrals can be obtained from the ab initio calculations and tight-binding fit to experiments.
The value of t iswell-established and lieswithin t = 2.5–3 eV [4,37–39]. The interplane nearest-neighbor hopping integral is
much weaker, t0 = 0.3–0.4 eV [4,37–39]. The integral t ′ is not well known. The ab initio calculations performed by S. Reich
et al. [40] indicate that 0.02t < t ′ < 0.2t depending on the tight-binding parametrization. A fit to cyclotron resonance
experiments in the single-layer graphene done by R.S. Deacon et al. [41] finds t ′ ≈ 0.1 eV. The interplane next-nearest-
neighbor integral tg is significantly smaller than the others. Ab initio calculations performed in Ref. [38] estimated that
tg ≈ −0.03 eV.

At first, we disregard next-nearest-neighbor hoppings (which will be considered at the end of this Section) keeping only
the first two terms in the Hamiltonian equation (18). The unit cell of the AA bilayer contains four atoms, and electronic
spectrum consists of four bands εs0k, where s = 1, 2, 3, 4. The eigenenergies εs0k can be obtained by the same method
we used for the single-layer graphene. We transform the Hamiltonian equation (18) into the k-space representation, and
introduce the four-component spinor

Ψkσ = (ak1σ , ak2σ , bk1σ , bk2σ )T . (19)

Without the next-nearest-neighbor hopping, the Hamiltonian equation (18) can be written as H =


kσ Ψ
Ď
kσ ĤkΨkσ , where

the 4 × 4 matrix Ĥk has the form

Ĥk =

 0 t0 −tf (k) 0
t0 0 0 −tf (k)

−tf ∗(k) 0 0 t0
0 −tf ∗(k) t0 0

 . (20)

The spectrum of this Hamiltonian is comprised of four energy bands

ε
(1)
0k = −t0 − t|f (k)|, ε

(2)
0k = +t0 − t|f (k)|, ε

(3)
0k = −t0 + t|f (k)|, ε

(4)
0k = +t0 + t|f (k)|, (21)

which are plotted in Fig. 5. The spectrum consists of two copies of the single-layer spectrum. One copy (bands 2 and 4)
is shifted to higher energies by the amount t0. The other copy (bands 1 and 3) is shifted down by the amount −t0. In this
approximation the spectrumpossesses electron–hole symmetry. Near theDirac points, the bands 1 and 2 are hole-like,while
the bands 3 and 4 are electron-like. Under the action of the electron–hole transformation, bands 1 and 4 are transformed
into each other. The same is true for bands 2 and 3. The first Brillouin zone, shown in panel (c) of Fig. 5, is the same as that
for single-layer graphene (see Fig. 1). If the bilayer is undoped, bands s = 2 and 3 cross the Fermi level near the Dirac points
K and K′. In such a situation, the Fermi surfaces are given by the equation |f (k)| = t0/t . Since t0/t ≪ 1, we can expand
the function |f (k)| near the Dirac points and find that the Fermi surface consists of two circles with radius kr = 2t0/(3ta0).
Thus, the AA-stacked graphene bilayer is a metal even in the case of zero doping.

A striking feature of this tight-binding band structure is that for zero doping the Fermi surfaces of both bands coincide.
That is, the electron and hole components of the Fermi surface are perfectly nested. This single-electron property is quite
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Fig. 5. (Color online) (a) Single-particle band structure of the AA-stacked bilayer graphene. It consists of two single-layered graphene spectra shifted
relative to each other by the energy 2t0 . (b) The k dependence of the spectra ε

(s)
0k near the Dirac pointK. Here, k = K+qêy . The bands s = 2 and 3 cross each

other exactly at zero energy, which corresponds to the Fermi level of the undoped system. (c) The first Brillouin zone (hexagon) and the reciprocal-lattice
unit cell (rhombus) of the AA-stacked graphene bilayer. The (green) circles around K and K′ points represent (degenerate) Fermi surfaces (Fermi arcs).

stable against changes in the tight-binding Hamiltonian. It survives even if longer-range hoppings are taken into account,
or a system with two nonequivalent layers is considered (e.g., similar to the single-side hydrogenated graphene [42–44]).
However, an arbitrarily small electron interaction can destabilize such a degenerate spectrum, generating a gap (see
Section 10.1). On the other hand, upon doping the nesting is violated, and the Fermi surfaces transform into four circles.

As in the case of the single-layer graphene, the spectrum of the AA-stacked graphene bilayer is linear near the Dirac
points. Expanding Eq. (21) near the Dirac points in powers of |q| = |K − k|, |K′

− k| ≪ |K|, we derive in the lowest-order
approximation

ε
(1,2,3,4)
0K+q = ∓t0 ∓ h̄vF|q|. (22)

The Fermi velocity for the AA-stacked graphene bilayer is the same as for the single-layer graphene.
The electron–hole symmetry breaks, if we take into account the next-nearest-neighbors hopping. In this case, the

Hamiltonian in k-representation becomes

Ĥk =

−t ′F(k) t0 −tf (k) tg f (k)
t0 −t ′F(k) tg f (k) −tf (k)

−tf ∗(k) tg f ∗(k) −t ′F(k) t0
tg f ∗(k) −tf ∗(k) t0 −t ′F(k)

 , (23)

where

F(k) = |f (k)|2 − 3 = 2 cos(
√
3kya0)+ 4cos

√
3kya0
2


cos


3kxa0
2


. (24)

The electron bands satisfy the equations

ε
(1)
k = −t ′F(k)− t0 − (t + tg)|f (k)|, ε

(2)
k = −t ′F(k)+ t0 − (t − tg)|f (k)|,

ε
(3)
k = −t ′F(k)− t0 + (t + tg)|f (k)|, ε

(4)
k = −t ′F(k)+ t0 + (t − tg)|f (k)|. (25)

The expansion of the spectrum around the Dirac point, up to second order in |q|/|K|, is given by

ε(1,2)q = 3t ′ ∓ t0 − h̄vF


1 ±

tg
t


|q| −

3
4


3t ′ −

t ± tg
2

sin(3θq)

a20|q|

2, (26)

ε(3,4)q = 3t ′ ∓ t0 + h̄vF


1 ±

tg
t


|q| −

3
4


3t ′ +

t ± tg
2

sin(3θq)

a20|q|

2.

These equations demonstrate that, to lowest order in |q|, the next-nearest-neighbor hopping t ′ shifts the position of the
Fermi level: the first term 3t ′ is the same for all four bands, and can be absorbed into the chemical potentialµ. The interlayer
next-nearest-neighbor hopping tg breaks the electron–hole symmetry more dramatically: if tg ≠ 0, the renormalized
electron and hole Fermi velocities become unequal to each other. Corrections to the linear dispersion are also electron–hole
asymmetric. Note that up to order q2/K2 the dispersion depends on the direction in momentum space and has a threefold
symmetry (so-called trigonal warping of the electronic spectrum [4]).

Despite electron–hole asymmetry and the trigonal warping, the nesting of the Fermi surface persists. To prove this
claim one must solve the equations for the electron Fermi surface (ε(3)k = µ), and the hole Fermi surface (ε(2)k = µ), and
demonstrate that the resultant surfaces (lines) coincide. The required equations are:
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Fig. 6. (Color online) Density of states of the AA-stacked bilayer graphene. Red solid curve is calculated for tg = 0 and t ′ = 0, while blue dashed curve
corresponds to tg = −0.03 eV and t ′ = 0.1 eV. For both cases t = 2.57 eV, t0 = 0.36 eV. Density of states of the single-layer graphene (t ′ = 0) is shown
by black dotted curve for comparison.

−t ′F(k)+ tg |f (k)|

+ t0 − t|f (k)| = µ, (27)

−t ′F(k)+ tg |f (k)|

− t0 + t|f (k)| = µ. (28)

We can demonstrate that the solution of these equations correspond to the perfect nesting: both Fermi surfaces are defined
by the relation

|f (k)| =
t0
t
,

with the chemical potential

µ = −t ′(t20/t
2
− 3)+ (t0tg/t).

These statements are easy to check, if one remembers that the function F(k) can be expressed in terms of the function f (k)
according to Eq. (24). The stable nesting has important implications for the robustness of the broken symmetry phases,
which will be discussed below.

3.2.2. Density of states
The density of states of the AA-stacked bilayer graphene can be calculated using the expression

ρ(ε) =


s


VBZ

d2k
VBZ

δ

ε − ε

(s)
k


, (29)

where the integration is taken over the volume of the Brillouin zone VBZ = 8π2/3
√
3a20, and δ(x) is the Dirac delta-function.

The results are shown in Fig. 6. As it is seen from this figure, the DOS is non-zero near the Fermi-level even in the case of the
undoped system. The function ρ(ε) is flat near ε = 0, where energy bands s = 2 and 3 intersect: the DOS is almost constant
in the energy range |ε| < t0, and

ρ(0) =
4π t0

h̄2 v2FVBZ
=

2t0
π

√
3t2

.

Each band of the bilayer has one van Hove peak, inherited from a single-layer graphene spectrum. As a result, the bilayer
DOS has four van Hove singularities, clearly seen in the graph. If we take into account next-nearest-neighbor hopping, the
electron–hole symmetry of the DOS is violated. This effect, however, is not strong, especially in the energy range smaller
than van Hove singularities.

3.2.3. Effect of the bias voltage
The electronic properties of graphene systems canbe tunedby the application of electric field transverse to the layers [45].

For the bilayer systems, the corresponding term in the Hamiltonian reads

ĤV =
eV
2


jσ


nj1σ − nj2σ


, where njασ = aĎjασ ajασ + bĎjασ bjασ , (30)
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Fig. 7. (Color online) Bernal stacking. If we start from AA stacking (see Fig. 4) and then shift the top layer by the vector−δ3 , we arrive at the AB, or Bernal,
stacking of the bilayer. In this arrangement A2 sublattice lies opposite to B1 sublattice. ‘‘The dimer sites’’ from these sublattices are connected by green
lines. The ‘‘non-dimer’’ sites lie against the centers of the hexagons in the opposite layer. Besides the hopping between the dimer sites t0 , one can introduce
the hopping t3 from a non-dimer site to nearest non-dimer sites in the opposite layer (shown by black dashed lines), and hopping t4 from a dimer site to
nearest non-dimer sites of the opposite layer (shown by dashed red lines). The amplitude t3 introduces so-called ‘‘trigonal warping’’ to the single-electron
dispersion, while t4 breaks the electron–hole symmetry of the single-electron states.

andV is the bias voltage produced by the applied electric field in the bilayer. Operator njασ is the electron occupation number
corresponding to spin σ and lattice site Rj in the layer α = 1, 2. In the bi-spinor representation, the corresponding 4 × 4
matrix is

ĤV =
e
2

V 0 0 0
0 −V 0 0
0 0 V 0
0 0 0 −V

 . (31)

The quantity V is the effective, not ‘‘bare’’, voltage. It differs from the bare voltage V0 due to the partial screening of the
external electric field by the redistribution of the charge between the layers. This screening may significantly modify the
resultant spectrum, as seen experimentally in, e.g., Ref. [46]. Combining ĤV with the tight-binding Hamiltonian (20), we
derive the spectrum of biased graphene, which coincides with Eq. (21), if we substitute the interlayer hopping integral t0 by
a renormalized value

t0 →


t20 +


eV
2

2

. (32)

Thus, as far as the band energies ε(s)k are concerned, the application of the bias voltage to the bilayer effectively increases the
interlayer hopping, but the qualitative structure of the electronic spectrum remains the same. However, the quantitative
details of the band structure may be affected by the transverse electric field of realistic strength: if the applied electric field
E0 is 107 V/cm, then, the value eV0 = eE0c0 ≈ 0.33 eV is comparable to t0. Nonetheless, one has to remember that the
substitution rule Eq. (32) may be inapplicable for evaluation of other physical properties of the biased AA bilayer graphene.
For example, the wave functions should not be calculated with the help of Eq. (32).

3.3. AB bilayer graphene

3.3.1. Single-electron tight-binding description
Starting from the AA-stacked bilayer it is possible to construct a bilayer with AB, or Bernal, stacking. To obtain the AB

stacking (see Fig. 7) wemust shift one of two layers by the vector−δ3, shown in Fig. 1. Under such a displacement sublattice
A of the shifted layer ends up over the sublattice B of the immobile layer. A pair of opposite sites from these sublattices is
called ‘‘dimer sites’’. Two other sublattices (B of the shifted layer and A of the immobile layer) will be over the centers of the
hexagons of the opposite layer. The sites from these sublattices are ‘‘non-dimer’’.

From the general geometry of carbon p-orbitals one expects that the overlap between the orbitals of the dimer sites
is the largest. Consequently, the hopping t0 between the dimer sites is the strongest of all possible interlayer tunneling
processes. Thus, the simplest possible description of the AB bilayer is to include only these tunneling amplitudes. In such an
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Fig. 8. (Color online) Single-particle band structure of AB-stacked bilayer graphene. At large energy the spectra of AB and AA bilayers resemble each other.
However, near the Dirac points their structures are quite dissimilar. Instead of degenerate Fermi surface of AA-stacked graphene (see Fig. 5), the AB bilayer
has two Fermi points at which two parabolic bands touch each other (see inset, which zooms on the area bounded by the dashed line).

approximation, using the notation of Eq. (20), one can write for the Hamiltonian in k-space

HAB
k =

 0 0 −tf (k) 0
0 0 t0 −tf (k)

−tf ∗(k) t0 0 0
0 −tf ∗(k) 0 0

 . (33)

For the AB bilayer, the Hamiltonian parameters are estimated as follows [47–49]

2.9 eV ≤ t ≤ 3.16 eV, 0.3 eV ≤ t0 ≤ 0.4 eV. (34)

The matrix from Eq. (33) is easy to diagonalize. The corresponding eigenenergies satisfy the equation

ε4 − 2ε2

t2|f (k)|2 +

1
2
t20


+ t4|f (k)|4 = 0, (35)

which can be solved to find the following four bands
ε
(1,4)
k

2
= t2|f (k)|2 +

1
2
t20 +


t20 t2|f (k)|2 +

1
4
t40 , (36)


ε
(2,3)
k

2
= t2|f (k)|2 +

1
2
t20 −


t20 t2|f (k)|2 +

1
4
t40 . (37)

These bands are plotted in Fig. 8.
In the vicinity of the Dirac points K (or K′), where

|f (k)| ≪
t0
2t
, (38)

Eq. (36) can be expanded, and the approximate formulas for the energy bands are derived

ε
(1,4)
K+q ≈ ±


t0 +

t2

t0
|f (k)|2


≈ ±


t0 +

h̄2 v2F

t0
|q|

2

, (39)

ε
(2,3)
K+q ≈ ±

t2

t0
|f (k)|2 ≈ ±

h̄2 v2F

t0
|q|

2, (40)

where we used Eq. (10) for vF, valid near, valid near the corners of the Brillouin zone. Unlike both the monolayer and AA
bilayer graphene, AB bilayer bands have parabolic dispersion near K and K′ points. The bands s = 2, 3 touch each other at
the Dirac points. If the AB bilayer is not doped, the bands touch exactly at the Fermi energy. Two other bands (s = 1, 4) do
not reach the Fermi energy.

If one is interested in the effective description of the bilayer at |ε| ≪ t0, the bands s = 1, 4 may be neglected, since
|ε
(1,4)
k | ≥ t0. Further, one can easily check that, if k ≈ K (k ≈ K′), the wave functions for s = 1, 4 bands are non-zero only at

the dimer sites. Conversely, the low-energy states of s = 2, 3 bands are localized at the non-dimer sites. Therefore, only the
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Fig. 9. Trigonal warping.When the interlayer tunneling between non-dimer sites is taken into account, the parabolic dispersion at the Dirac point is split
into four Dirac cones with linear dispersion. This distorted dispersion surface is shown on the left panel, while the right panel shows top view of the same
surface, with equal-energy contours visible. The point (0, 0) corresponds to a corner of the Brillouin zone, and qx,y aremomentameasured from this corner.
Of the four emerged Dirac cones, the central is located at the corner of the Brillouin zone, while three others are shifted from the corner by the amount
pL . The resultant structure complies with the underlying geometrical symmetry of the bilayer. This distortion of the original parabolic dispersion is called
‘‘trigonal warping’’. Note, however, that for t3 = 0.3 eV (the value of t3 has been estimated in Refs. [51,52]) the warping effect is very weak. The energy εL ,
at which the saddle points are located, is estimated [5] to be of the order of 1 meV. The quantity pL is ∼0.007a−1

0 .

electrons at the non-dimer atoms participate in the low-energy processes. The two-band (thus, superscript ‘2b’) effective
Hamiltonian is equal to [5,50]

H2b
ξq ≈ −

h̄2

2m


0 (iqx + ξqy)2

(iqx − ξqy)2 0


, m =

t0
2v2F

, (41)

where the integer-valued index ξ is equal to +1 (−1) at the K (K′) Dirac point. The effective mass m can be expressed in
terms of the free-electron massm0 as m = 0.033m0.

The described band structure, however, is easy to spoil. For example, the gap opens in the spectrum ifwe apply an electric
field perpendicular to the bilayer plane. We will discuss this type of perturbation below, in Section 3.3.2. In addition to the
transverse field, the dispersion given by Eq. (39) may be destroyed by hopping from non-dimer sites in one layer to non-
dimer sites in another layer. In Fig. 7 the tunneling processes of this type are shown by dashed lines labeled by t3. The
corresponding Hamiltonian matrix reads

HAB
k = −

 0 0 −tf (k) t3f ∗(k)
0 0 t0 −tf (k)

−tf ∗(k) t0 0 0
t3f (k) −tf ∗(k) 0 0

 . (42)

The spectrum of this matrix can be found exactly [50]. However, since the analytical formulas are quite complicated, we
will not discuss them. Instead, let us direct our attention to Fig. 9. In this figure the two bands reaching the Fermi level are
plotted in the vicinity of a Brillouin zone corner. The bands are calculated for non-zero t3, whose value was extracted from
experiment [51] and DFT calculations [52]:

t3 = 0.3 eV. (43)

As we can see, the interlayer hopping between the non-dimer sites introduces a qualitative distortion of the single-electron
bands: the parabolic dispersion near the K and K′ points is replaced at low energy by a structure consisting of four Dirac
cones. The apexes of these cones lie at the Fermi energy. The apex of the central cone coincides with a corner of the Brillouin
zone (K, or K′). Three others are shifted from the corner by a small quantity pL. This low-energy fine structure is called
‘‘trigonal warping’’ [50]. To account the warping within the two-band approximation one may work with the following
effective Hamiltonian [5]:

H̃2b
ξq = H2b

ξq + H2b
ξqw, where H2b

ξqw = h̄v3


0 ξqy − iqx

ξqy + iqx 0


, v3 =

3a0t3
2h̄

. (44)
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It is necessary to remember, however, that this warping is a very weak effect, which become noticeable only very close to
the K,K′ points at small energies. Specifically, the six saddle points (three for ε > 0 and another three for ε < 0), clearly
visible in Fig. 9, are at the energies ε = ±εL, where [5,50]

εL =
t0
4


v3

vF

2

≈ 1 meV, and pL =
t0v3
h̄v2F

∼ 0.007a−1
0 . (45)

Both εL and pL are quite small. As a result, in experiment, disorder may easily mask the warping.
Finally, let us mention that to fit experimental data to the theoretically-calculated dispersion additional tunneling

amplitudes and on-site energies are often included [47–49,51,53–55]. As an example, in Fig. 7 the tunneling t4 between
dimer and non-dimer sites is shown. This tunneling process introduces small, however, experimentally measurable
asymmetry between hole and electron states of the AB bilayer.

3.3.2. Effect of the bias voltage
The asymmetry between the layers due to, for example, the application of the transverse voltage, opens a gap in the

single-electron spectrum [50,56]. To account for the applied voltage we can generalize Eq. (33)

HAB
k (V ) =

 eV/2 0 −tf (k) 0
0 −eV/2 t0 −tf (k)

−tf ∗(k) t0 eV/2 0
0 −tf ∗(k) 0 −eV/2

 . (46)

The eigenenergies of HAB
k (V ) satisfy the equation:

ε2 −
e2V 2

4

2

−


2ε2 −

e2V 2

2


t2|f (k)|2 +

1
2
t20


+ t4|f (k)|4 − e2V 2t2|f (k)|2 = 0, (47)

which has four solutions:

ε
(1,2,3,4)
k = ±


e2V 2

4
+

1
2
t20 + t2|f (k)|2 ±


t2|f (k)|2(e2V 2 + t20 )+

1
4
t40 . (48)

The bands s = 2, 3, which touch at the Fermi level when V = 0, do not reach the Fermi energy for V > 0. To prove this, it
is convenient to expand the expression Eq. (48), assuming that the condition Eq. (38) is valid. Thus, near the Dirac point we
derive

ε(2,3)q ≈ ±


e2V 2

4
−

e2 h̄2 v2FV 2

4t20
|q|2 +

h̄4 v4F

t20


1 +

e2V 2

4t20


|q|4. (49)

It is easy to check that the expression under the root sign is always positive when V ≠ 0. If we put V = 0 in this formula,
Eq. (40) is recovered.

For the low-energy description, we can use the generalized Eq. (41)

H2b
ξk(V ) ≈

 eV/2 −
h̄2 v2F

t0
(ξqy + iqx)2

−
h̄2 v2F

t0
(ξqy − iqx)2 −eV/2

 . (50)

The dispersion relation for this Hamiltonian is as follows

ε2b±ξk = ±


e2V 2

4
+

h̄4 v4F

t20
|q|4. (51)

Apparently, this expression does not coincide with Eq. (49). The effective Hamiltonian given by Eq. (50) is a fairly coarse
approximation to Eq. (46). Despite that it is being used in the theoretical literature: the Hamiltonian H2b

ξk(V ), Eq. (50), is able
to reproduce the gapped dispersion and significantly simplify the formalism.

As we have commented earlier, Eqs. (49) and (51) show that, for finite transverse electric field, the bilayer becomes an
insulator with gap ∆ of the order of |eV |. Experiments confirmed the existence of this gap [46,51,54,57–60]. For example,
A.B. Kuzmenko et al. [51,54] observed the band gap as large as 0.1 eV. As an additional support, the emergence of the gapwas
also reported byworkers employing density functionalmethods (e.g., Ref. [61] discussed free-standing samples, Refs. [62,63]
investigated the samples on a substrate). The ability to engineer the gap attracted a lot of attention, both from theorists and
experimentalists. The possibility of turning a graphene sample into a semiconductor with controlled gap appears to be a
promising notion with a variety of applications, some of which will be discussed below.
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Fig. 10. Density of states for graphene bilayer with AB stacking. In panel (a) the general shape of the DOS is demonstrated. Unlike single-layer graphene,
the AB bilayer has a finite density of states at the Fermi energy. This is a consequence of the parabolic dispersion, which in two-dimensional systems leads
to finite density of states. In panel (b) the DOS for t3 = 0 (no trigonal warping) is presented (γ3 in the Figure is the same as our amplitude t3). In panel (c)
the trigonal warping is accounted for. In the presence of the warping, the density of states vanishes linearly near the zero energy. However, this effect
becomes significant only at very small temperatures. In panel (d) the spectrum with a gap due to a transverse voltage is plotted.
Source: Reprinted from E.V. Castro et al., New J. Phys. 11, 095017 (2009).

3.3.3. Density of states
The density of states for AB graphene calculated by E.V. Castro et al. in Ref. [64] is shown in Fig. 10. In panel (a) the general

shape of the density of states is demonstrated. Unlike the single-layer graphene, the AB bilayer has finite density of states
at the Fermi energy. This is a consequence of the parabolic dispersion in two-dimensional systems:

. . .
dqxdqy
(2π)2

=


. . .

d(q2)
4π

=


. . . ρ(0) dε. (52)

This point is illustratedmore explicitly in Fig. 10(b), where the density of states for t3 = 0 (no trigonal warping) is presented
(in the notation of E.V. Castro et al. [64] the quantity γ3 is the same as our amplitude t3).

In Fig. 10(c), the trigonal warping is accounted for. In the presence of the warping, the density of states vanishes linearly
near the zero energy. However, this effect becomes significant only at very small energy/temperature.

In panel (d), the spectrum with a gap due to the transverse voltage is plotted. When the field is applied the gap opens,
see Eq. (49). The electron states pushed from the sub-gap region pile up into two peaks at the edges of the gap.

3.3.4. Immediate consequences of the single-electron band theory
As we have mentioned above, significant amount of experimental data concerning the electronic properties of the

AB bilayer may be explained with the help of single-electron concepts. Thus, it is often assumed that, at not too low
temperatures, single-particle models are sufficient to describe how the external perturbations (strain, disorder, radiation,
electric or magnetic field, etc.) affect the electronic properties of a graphene bilayer.

For example, theABbilayer in amagnetic fieldwas discussed inRefs. [58,65–67]. For lowmagnetic field, the semi-classical
cyclotron mass for a biased AB bilayer was calculated by E.V. Castro et al. in Ref. [65] for different carrier densities and bias
electric fields. The effects of disorder on the bias-induced gap were investigated. The authors [65] concluded that the gap
induced by the transverse electric field is quite insensitive to the diagonal disorder. The paper also discusses the formation
of Landau levels in bilayer nanoribbons, using the tight-binding approximation.

Ref. [58] compared the theoretical results for the cyclotron mass with experiments. The theory was consistent with the
data for samples with electron doping. Tangible disagreement between the theory and the experiment for the hole doping
was attributed to poor performance of the Hartree approximation used for calculating the electrostatic screening of the
bias field. In addition, Ref. [58] consider quantum Hall conductivity of a bilayer sample (see also Section 5). The gap was
estimated from the data. It was concluded [58] that the gap could be as large as ∼0.1 eV. The results of Refs. [58,65] were
summarized and generalized in Ref. [66].

In Ref. [67], N. Nemec and G. Cuniberti calculated the magnetic-field-induced Hofstadter butterfly patterns for samples
of different stackings (AA, AB, and intermediate) at zero bias.

The effects of strain on the single-electron dispersion were discussed in Refs. [61,68,69]. In particular, the uniaxial strain
perpendicular to the layers was studied by B.R.K. Nanda and S. Satpathy [61] using DFT. Such a perturbation changes the
interlayer distance. The authors [61] concluded that the strain cannot open the gap for AB and for AA bilayers.
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The situation in which the strain of the top layer is unequal to the strain of the bottom layer was investigated by
S.-M. Choi et al. in Ref. [68] with the help of DFT. The authors noticed that the asymmetric strain induces an electric field
perpendicular to the layers. The electric field appears because the deformations significantly alter the layers work function.
According to [68], this field generates gap in the single-electron spectrum. The authors proposed that the studied system
may be used as an electromechanical switch.

The modifications to the single-electron dispersion and the Landau levels in a strained AB bilayer were discussed by
M. Mucha-Kruczyński et al. in Ref. [69]. The strain splits the parabolic bands ε(2,3)k , Eq. (40), into several Dirac cones (this
splitting resembles the trigonal warping phenomena). The number of these cones, as well as other details of the dispersion
surface, depends on the strain. The energy scale for these effects was estimated to be of order of a few meV. The changes in
the dispersion affect the behavior of the Landau level energies.

4. Dirac electrons: chirality and Klein paradox

4.1. Chiral electrons

Aswe have already seen, the wave functions of single-layer and bilayer graphene are spinors. These spinors are solutions
of the Dirac equation for massless fermions, which implies specific symmetries and related topological properties of the
charge carriers in these systems. These effects have been intensively studied in single-layer graphene. Let us briefly review
them following Ref. [4].

Consider once more the wave functions ψ±

1,2(q) of single-layer graphene near two Dirac points K and K′, Eqs. (14).
According to these equations, if the phase of θq is rotated by 2π , the wave function changes sign, since it acquires a phase of
π (this is commonly called Berry’s phase). This change of phase under rotation is characteristic of spinors of the particle with
spin 1/2. However, this property is unrelated to a real spin of the electron, which enters the problem in a trivial manner.
It is associated with a pseudospin variable, related to the two components of the wave function, and usually referred to as
helicity, or chirality, which is defined as the projection of the momentum on the pseudospin direction. To work with the
chirality it is necessary to introduce the corresponding operator. The states near K, and the states near K′ have different
chirality operators:

near K : χ̂1 =
σ̂q
2|q|

; near K′
: χ̂2 =

σ̂
∗q

2|q|
. (53)

These operators commute with the respective Dirac Hamiltonians equations (13). It follows from the above definition that
the states ψ±

1,2 are also eigenstates of χ̂1,2,

χ̂1ψ
±

1 = ±
1
2
ψ±

1 , χ̂2ψ
±

2 = ±
1
2
ψ±

2 . (54)

Therefore, electrons (holes) have a positive (negative) chirality, or helicity. Thus, the pseudospin can be either parallel, or
antiparallel to the momentum q. The chirality values are good quantum numbers only near the Dirac points, as long as
Eqs. (13) are valid, and the spectrum is linear. Thus, it is only an asymptotic property, and at larger energies the chirality
stops being a good quantum number.

The states near a particular Dirac point, either K or K′, are commonly referred to as valleys [4]. Each valley can be
characterized by a valley index ξ = ±1, where ξ = +1 corresponds to K, and ξ = −1 to K′, respectively. Using this
index, we can rewrite the Dirac equations (13) for electrons in single-layer graphene in the form

Ĥψξ (r) = εψξ (r), Ĥ = −ih̄vF

 0
∂

∂x
− iξ

∂

∂y
∂

∂x
+ iξ

∂

∂y
0

 . (55)

Thus, if we consider only low-energy processes and disregard hopping, which can break electron–hole symmetry, then,
the intervalley scattering is absent, and the valley index is conserved. However, the interactions, which break both the
inversion symmetry of the lattice and time-reversal, also break the symmetry between the two valleys [4]. Therefore, the
electron scattering becomes valley dependent, and, in general, electrons from different valleys propagate along different
paths. The chiral Dirac nature of fermions in graphene might be of use for applications where one can control the valley
flavor of the electrons besides its charge, the so-called valleytronics [4,70,71].

4.1.1. AA bilayer graphene
Here we consider the chiral properties of AA bilayer graphene. Note, however, that up to now only a few works treated

this subject.
As it is readily seen from the previous consideration, the low-lying energy spectrum (ε ≪ t0) of the AA graphene is made

up of two Dirac cones, one shifted to higher energy, and other one shifted to lower energy, see panel (b) of Fig. 5. These cones



20 A.V. Rozhkov et al. / Physics Reports 648 (2016) 1–104

intersect each other at ε = 0, forming a circular Fermi surface, instead of the Fermi point for single-layer graphene. Similar
to single-layer graphene, the low-lying electronic excitations in AA-stacked bilayer graphene can be treated asymptotically
as massless Dirac fermions. Expanding the function f (k) [see Hamiltonian of Eq. (20)] to lowest order in either q = K−k, or
q = K′

− k, one obtains f (k) ≈ h̄vF|q|e∓iθq , where the ‘minus’ (‘plus’) sign corresponds to the K (K′) valley. It is convenient
to express the four-component spinor Ψq = (aq1, bq1, aq2, bq2)T in the form Ψq = (ψ1q, ψ2q)

T , where ψiq = (aqi, bqi)T are
the two-component spinors constructed from the electron operators in layer i = 1, 2. We also introduce two sets of Pauli
matrices σ̂ and τ̂, where the σ̂ matrices act on the sublattice index, while the τ̂ matrices act on the layer index. Then, in the
real-space representation, the corresponding Dirac equation can be written as

ĤΨq(r) = εΨq(r), (56)

with

Ĥ = τ̂x ⊗


t0 Î − ih̄vFσ̂∇


(near K), Ĥ = τ̂x ⊗


t0 Î − ih̄vFσ̂

∗
∇


(near K′), (57)

where the symbol A ⊗ B denotes the direct product of the matrices A and B, and symbol Î is the 2 × 2 unit matrix.
Following notations by M. Sanderson et al. in Ref. [72], we introduce the band indexes η1 = ±1 and η2 = ±1. In this

notation the spectrum Eq. (22) can be rewritten as

εqη1η2 = η1 (η2t0 + h̄vF|q|) , (58)

with eigenvectors

ψqη1η2 =
eiqr

2

η1e
−iθq

η1η2
η2e−iθq

1

 . (59)

For the Hamiltonians of Eq. (57) we can define two operators for two conserved quantities

Ĉ = γ 5
= τ̂x ⊗ Î, χ̂1 = τ̂x ⊗

σ̂q
q

(near K), or χ̂2 = τ̂x ⊗
σ̂

∗q
q

(near K′) (60)

where γ 5 is the fifth Dirac gamma matrix. The operators χ̂1,2 can be considered as chirality operators (the analog of the
chirality operators for single-layer graphene). Regarding Ĉ , it can be referred to as the cone operator [72]. Both Ĉ , and χ̂1,2

are the direct products of τx, with either Î or chirality operators for single-layer graphene, Eq. (54). The authors of Ref. [72]
introduced the cone c ≡ η1η2, and chirality χ ≡ η1 indexes. The energy bands can now be labeled by these indexes as

εqcχ = ct0 + χ h̄vF|q|, (61)

with the eigenvectors

ψqcχ = eiqr

 χe
−iθq

c
cχe−iθq

1

 . (62)

Thus, each band is characterized by two numbers (c, χ ): the first band has (c = χ = −1), the second (c = +1, χ = −1),
the third (c = −1, χ = +1), and the fourth (c = χ = +1).

It can be readily shown that Ĉψqcχ = cψqcχ , and χ̂1,2ψqcχ = χψqcχ . A quasiparticle state belongs to the upper (lower)
cone, if c = +1 (c = −1). The physical significance of the χ eigenvalue becomes immediately obvious if we consider the
group velocity vqcχ ≡ ∂εqcχ/∂q = χvFq/|q|. A quasiparticle state is electron-like (i.e., vqcχ is parallel to q) if χ = +1, and
hole-like (i.e., vqcχ is anti-parallel to q) if χ = −1. Finally, let us note that these discrete quantum numbers can also be
defined for the lattice model [36,73].

In addition, as in the case of single-layer graphene, we could introduce also the valley index ξ , and rewrite the
Hamiltonian equation (57) as

Ĥ = τ̂x ⊗

t0 Î − ih̄vF

 0
∂

∂x
− iξ

∂

∂y
∂

∂x
+ iξ

∂

∂y
0


 . (63)

Here ξ = +1 corresponds to the point K and ξ = −1 corresponds to the K′ point.
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Fig. 11. (Color online) Klein tunneling in single-layer graphene. Left panel: schematic of the scattering of Dirac electrons by a rectangular potential.
Right panel shows the definition of the angles θ and φ used in the scattering formalism in regions I, II, and III.

4.1.2. AB bilayer graphene
If we are interested only in electrons whose energy is low (ε ≪ t0), but not too low [ε ≫ εL, see Eq. (45)], we can neglect

the trigonal warping and use the effective Hamiltonian of the AB-stacked graphene bilayer in the form of Eq. (41). In this
effective Hamiltonian, the valley index ξ is already included. Hamiltonian (41), together with the Hamiltonian of single-
layer graphene, may be viewed as the first two members of the infinite sequence of chiral Hamiltonians HJ (J = 1, 2, . . .),
corresponding to Berry’s phase Jπ [5]

HJ ∝


0 (π̂Ď)J

(π̂)J 0


, (64)

where

π̂ = ξ∂/∂x + i∂/∂y and π̂Ď
= ξ∂/∂x − i∂/∂y. (65)

It is convenient to generalize this series for negative J as well

HJ ∝


0 (π̂)|J|

(π̂Ď)|J| 0


, for J < 0. (66)

The chiral Hamiltonian (41) has a single Dirac point at q = 0, the spectrum is rotationally invariant, and the phase difference
between sublattices changes by 2× 2π when the quasiparticle-momentum circles the Dirac point. This property is referred
to as J = 2 chirality, or winding number +2. When trigonal warping is included, the conduction and valence bands touch
each other not only at q = 0, but also at three additional q ≠ 0 points (see Fig. 9). The central Dirac point at q = 0 has
winding number J = −1, whereas the three surrounding points have J = 1.

4.2. Klein tunneling and chiral scattering

A striking peculiarity of electron scattering in graphene systems is the so-called Klein tunneling, which is a characteristic
of electrons with linear dispersion. We start by calculating the transparency of the rectangular barrier in single-layer
graphene for electrons near the Dirac point [4]. In Fig. 11 we depict the scattering process due to the square barrier of
width D and height V0. We further assume that the scattering does not mix the momenta around the K and K′ points.

Using the spinor representation Eq. (14), we can rewrite the wave function of the electron with momentum k (near the
K point) and energy E in the different regions ψI,II,III in terms of incident and reflected waves

ψI = ψ(χ, φ)eikxx + rψ(χ, π − φ)e−ikxx,

ψII = aψ(χ ′, θ)eiqxx + bψ(χ ′, π − θ)e−iqxx,

ψIII = τψ(χ, φ)eikxx, (67)

where

ψ(χ, φ) =


1
χeiφ


eikyy, (68)

and φ = arctan(ky/kx), kx = kF cosφ, ky = kF sinφ, kF is the Fermi momentum, θ = arctan(ky/qx), qx =
(V0 − E)2/v2F − k2y , with chiralities χ = sign(E) and χ ′

= sign(E − V0). Unlike the non-relativistic Schrödinger equation,
we only need to match the wave function, but not its derivative. As a result, we find the transmission coefficient of the
barrier T (φ) = |τ |2 in the form [4]:

T (φ) =
cos2 φ cos2 θ

[cos(Dqx) cosφ cos θ ]2 + sin2(Dqx)(1 − χχ ′ sinφ sin θ)2
. (69)

The transmission is ideal [T (φ) = 1] for normal incident electrons (φ = 0, and θ = 0) even for very high (V0 ≫ E) and
long (Dqx ≫ 1) barriers. This property is referred to as the Klein paradox, and it does not occur for non-relativistic electrons.
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Fig. 12. (Color online) Angular behavior of the transmission coefficient T (φ) for single-layer graphene calculated for two different values of the
barrier height V0: V0 = 200 meV, dashed (blue) curve; V0 = 285 meV, solid (red) curve. The barrier width is D = 110 nm for the top panel and
D = 50 nm for the bottom panel. For all curves the energy of the transmitted electrons is E = 80 meV, and the Fermi momentum is kF = 2π/50 nm−1

Reprinted figure with permission from A.H. Castro Neto et al., Rev. Mod. Phys. 81 109 (2009). Copyright 2009 by the American Physical Society.
http://dx.doi.org/10.1103/RevModPhys.81.109.

Note, that chirality is not conserved in the process of scattering. The dependence of the transmission coefficient T on the
incident angle φ is shown in Fig. 12.

As it follows from Eq. (67), the electrons moving through a barrier separating the regions of n- and p-doped graphene
(regions I and II in Fig. 11) are transmitted as holes. For a hole, themomentumandvelocity are opposite vectors. This behavior
is the same as that of photons moving in a medium with negative refraction index [4].

Klein tunneling and related phenomena in graphene were discussed in numerous papers [74–78] and reviews [4,79,18]
Note, however, that typically the authors assume a ballistic regime; that is, they suppose that the mean free path of the
charge carriers exceeds D. Otherwise, some delicate effects might disappear [80].

4.2.1. Klein scattering in AA-stacked bilayer graphene
The scattering of the charge carriers by barriers in AA bilayer graphene was studied theoretically by several authors.

The scattering of electrons by a rectangular potential barrier in AA-stacked bilayer graphene was analyzed in detail by
M. Sanderson et al. in Ref. [72]. A standard barrier geometry shown in Fig. 11 was considered. The wave function of the
electron with momentum k near the K point has the same structure as the wave function in Eq. (67). This time, however,
instead of the two-component spinor ψ(χ, φ), Eq. (68), we have the four-component spinor Eq. (62), which is convenient
to write in the form

ψ(c, χ, φ) =

 χe
iφ

c
cχeiφ

1

 eikyy. (70)

As compared with the single-layer graphene, the electron in AA bilayer graphene is characterized by the second topological
number c (cone index).

The calculation described in the previous subsection can be adopted for the derivation of the transmission coefficient
for AA bilayer graphene. As a result, we obtain that Eq. (69) is valid for the AA-stacked bilayer graphene, if we consider
electrons with the same cone index [72]. While the electron can change its chirality in the scattering process, the cone index
is conserved. This can be understood by considering the step potential as a sudden perturbation [72]. The probability for an
initial wave function ψ(c, χ, φ) to undergo a sudden transition into a new state of ψ(c ′, χ ′, φ′) is given by

P = ⟨ψĎ(c ′, χ ′, φ′)ψ(c, χ, φ)⟩ ≡ (1 + cc ′)(1 + χχ ′ei(φ
′
−φ)). (71)

This means that the transition probability c → −c is strictly zero.

http://dx.doi.org/10.1103/RevModPhys.81.109
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Due to the orthogonality of stateswith different cone indexes, electron transport across a potential barriermust conserve
the cone index, and this leads to protected cone transport,which is unique inAAbilayer graphene. Togetherwith thenegative
refraction of electrons, electrons residing in different cones can be spatially separated according to their cone index when
transmitted across an n-p junction. This suggests the possibility of ‘cone-tronic’ devices based on AA-stacked bilayer [72]. A
detailed study of conductance of the junctions is also performed in Ref. [72]

The Klein tunneling in AA bilayer graphene in the presence of a magnetic field and a bias voltage was studied by D.Wang
and G. Jin in Ref. [81].

4.2.2. Klein scattering in AB-stacked bilayer graphene
A comprehensive study of chiral Klein tunneling in AB-stacked bilayer graphene is presented in the review paper by

T. Tudorovskiy et al., Ref. [79], where different barrier configurations were analyzed. Here we only present some general
ideas and apply these to calculate the transmission coefficient for the rectangular barrier in Fig. 11.

As usual for the problem of Klein tunneling of chiral electrons in graphene, we consider low-energy excitations,
|E|, |E−V0| ≪ t0. In this case, the effective Hamiltonian is given by Eq. (41). Further, for definiteness, we consider the valley
with ξ = 1. For not-too-small wave vectors k, the effects of trigonal warping may be neglected [79]. Indeed, if k ≫ pL, the
warping is not important (see Section 3.3).

Let us now consider an electron incident on the potential step barrier u(x) shown in Fig. 11 at an angle φ. Since the
potential is constant in the y-direction, we can write the solution as ψ(x, y) = ψ(x) exp(ikyy). Inserting this into the
Schrödinger equation with the Hamiltonian equation (41), we obtain

d2

dx2
− k2y

2

ψ =


m (E − u(x))

h̄2

2
ψ, (72)

where m is the effective mass of the quasiparticle in the AB bilayer [see Eq. (41)]. Eq. (72) has four solutions: two
propagatingwaves exp(±ikxx), one exponentially growing, and one exponentially decayingmodes exp(±κxx). The presence
of evanescent modes is markedly different from both the Schrödinger case, and the Dirac case [79]. The parameters kx,y and
κx satisfy the relations

k2x + k2y =
m |E − u(x)|

h̄2 , κ2
x − k2y =

m |E − u(x)|
h̄2 . (73)

In what follows, we assume that the barrier is high, V0 > E + h̄2 k2y/2m.
Now let k =

√
2mE/h̄ be the wave vector for the propagating modes in the region I and III (see Fig. 11), while q =√

2m(E − V0)/h̄ is the wave vector in the region II. Then, the solution in regions I, II, and III is given by

ψI =


1

χe2iφ


eikxx + r


1

χe−2iφ


e−ikxx + c1


1

−χh1(φ)


eκxx,

ψII = a2


1

χ ′e2iθ


eiqxx + b2


1

χ ′e−2iθ


e−iqxx + c2


1

−χ ′h1(θ)


eiλxx + d2


1

−χ ′/h1(θ)


e−iλxx, (74)

ψIII = τ


1

χe2iφ


eikxx + c3


1

−χ/h1(φ)


e−κxx,

where ky = k sinφ, kx = k cosφ, κx = k

1 + sin2 φ, h1(φ) =


1 + sin2 φ − sinφ

2
, qx = q sin θ , and λx =

q

1 + sin2 θ . To obtain constants in Eqs. (74), we have to match the spinor ψ and its derivative dψ/dx, as in the case

of the usual Schrödinger equation.
For the case of normal incidence φ = θ = 0, we can solve the problem analytically. The transmission coefficient is given

by [79]

T (0) =
8k2q2

(k2 + q2)2 cosh (2qD)+ 6k2q2 − k4 − q4
. (75)

When 2qD ≫ 1, the transmission probability becomes exponentially small, even at normal incidence.
In the general case, the transmission T (φ) = |τ |2, or reflection R(φ) = |r|2 coefficients can be found only

numerically [79]. Similar to the case of single-layer and AA bilayer graphene, there are angles, at which the transmission
is perfect. The existence of such angles in bilayer graphene means that we cannot lock a conventional transistor made of
AB-stacked bilayer graphene.

The results obtained in considering the Klein tunneling can be applied for analyzing pn-junctions [79] (see also
Section 7.4).
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5. Bilayer graphene in a magnetic field: Landau levels and quantum Hall effect

One of the most common approaches for investigating the band structure of metals and semiconductors is to study
Landau levels using magneto-optics or magneto-transport measurements. In this section we consider the properties of
bilayer graphene in a magnetic field. In the tight-binding approximation, the hopping integrals are replaced by a Peierls
substitution

tRR′ ⇒ tRR′ exp


ie
h̄c

 R′

R
A · dr


= tRR′ exp


2π i
Φ0

 R′

R
A · dr


, (76)

where tRR′ is the hopping integral between the sites located at R and R′ (calculated at zero magnetic field), the quantity
A is the vector potential of the magnetic field, and 2π h̄c/e = Φ0 is the flux quantum. Correspondingly, for the effective
Hamiltonian, near the Dirac points, we should replace

− ih̄∇ ⇒ −ih̄∇ + eA/c. (77)

When a uniform magnetic field B is applied perpendicular to the graphene plane, we can use the Landau gauge:
A = B(−y, 0). For the case of single-layer graphene, such a problemwas analyzed in details in many papers (see the review
Ref. [4]). Here we are interested in the low-energy electron states with momenta near the Dirac points. For massless charge
carriers with linear dispersion, the cyclotron frequency is [4]

ωc =
√
2
vF

lB
, (78)

where

lB =


ch̄
eB

(79)

is the magnetic length. The energies of the Landau levels are given by

E±

LL(n) = ±h̄ωc
√
n, (80)

where n = 0, 1, 2, . . .. The Landau levels for both Dirac points, K and K′, have exactly the same spectrum. Hence each
Landau level is doubly-degenerated due to the valley factor, and also doubly degenerate due to the spin factor. Thus, the
total degeneracy of each level in single-layered graphene is four. The Landau level energies for graphene scale as

√
Bn (while

for the electrons with quadratic dispersion: ELL ∝ Bn). Such a behavior for single-layer graphenewas confirmed in a number
of experiments. The energy scale associated with the magnetic field for Dirac fermions is rather different from that found
in the ordinary 2D gas of massive non-relativistic electrons. For instance, for fields of the order of B = 10 T, the cyclotron
energy h̄ωc in the 2D electron gas is of the order of 10 K, while in graphene it is about 400 K. This implies that the quantum
Hall effect can be observed at room temperature [82].

The Landau level spectrum of a conventional two dimensional semiconductor is

ELL = h̄
eB
mc


n +

1
2


, n ≥ 0, (81)

where eB/mc is the cyclotron frequency formassive charge carriers with quadratic dispersion [83]. As the electron density is
changed, there is a step in the Hall conductivity whenever a Landau level crosses the Fermi level, and the separation of steps
on the density axis is equal to the maximum carrier density per Landau level, Nf B/Φ0, where Nf is a degeneracy factor. Each
plateau of the Hall conductivity occurs at a quantized value of nNf e2/2π h̄, where n is an integer labeling the plateau. Steps
between adjacent plateaus have height Nf e2/2π h̄. In single-layer graphene there exist a zero-level state and all of the levels
are fourfold degenerate. The corresponding steps of the Hall conductivity have the height 2e2/π h̄ between each plateau,
but the plateaus occur at half-integer values of 2e2/π h̄ instead of integer ones, which was observed experimentally [24,84].
This is due to the existence of the level at zero energy, which contributes to a step of height 2e2/π h̄ at zero density.

5.1. Landau levels and integer quantum Hall effect in AA-stacked bilayer graphene

5.1.1. Landau levels
The effects on the AA-stacked bilayer graphene due to a constant uniform magnetic field were discussed by several

authors (see, e.g., Refs. [85–89]). In all of these studies the electron–electron interaction was neglected and the electronic
spectrum considered was gapless (see Fig. 5). One must remember, however, that the interaction could open a gap in the
bilayer single-electron spectrum (Section 10). The presence of such a gap may significantly affect the system behavior in a
magnetic field.
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Fig. 13. (Color online) Five (n = 1, . . . , 5) Landau levels in the AA-stacked bilayer graphene (from Ref. [87]) with ηλ = −1 as functions of the magnetic
field B for two interlayer potential differences U = eV : (a) U = 0 and (b) U = 200 meV. (c) Landau levels in AA-stacked bilayer graphene as a function of
U for B = 16 T. (d) It is possible to adjust the bias voltage and the transverse magnetic field in such a manner that the energy of a particular Landau level
becomes equal to the Fermi energy. For this to happen V and Bmust satisfy Eq. (86). The latter condition defines a function B(n, V ), which is plotted in this
panel for several values of the index n. All curves in this figure are calculated for vF = 106 m/s. Reprinted from Physics Letters A, 375, D. Wang, ‘‘Electric-
andmagnetic-field-tuned Landau levels and Hall conductivity in AA-stacked bilayer graphene’’, page 4070, Copyright 2011, with permission from Elsevier.
http://dx.doi.org/10.1016/j.physleta.2011.09.025.

Following Refs. [85,87] we consider electrons near the Dirac cone in AA-stacked bilayer graphene placed in a constant
uniform transverse magnetic field Bwith a bias voltage V across the layers. Then, in the Landau gauge we have to replace in
the Hamiltonian equation (57) the term

− ih̄ ∂/∂x ⇒ −[ih̄ ∂/∂x + (e/c)yB] (82)

and renormalize the interlayer hopping integral t0 according to Eq. (32). The solutionΨ (x, y) of theDirac equation ĤΨ = EΨ
with renormalized Hamiltonian equation (57) is sought in the form eikxΨ (y). Solving the eigenvalue problem, we obtain the
Landau levels for AA bilayer graphene [85,87]

EηλLL (n) = −ηh̄ωc
√
n − λ


t20 +


eV
2

2

. (83)

The corresponding eigenfunctions are

Ψ 1λ
k0 (y) =

1
√
2
[0,Q0(ζ ), 0, λQ0(ζ )]T , if n = 0,

Ψ
ηλ

kn (x) =
1
2
[Qn−1(ζ ), ηQn(ζ ), λQn−1(ζ ), ηλQn(ζ )]T if n ≥ 0. (84)

In these equations, η = ±1, λ = ±1, and

Qn(ζ ) = 2−n/2(n!)−1/2 exp

−ζ 2/2


Hn(ζ ), (85)

where Hn(ζ ) are the Hermite polynomials and dimensionless variable ζ = y/lB + klB. Clearly, the Landau levels of the
AA bilayer graphene are nothing but two copies of the Landau levels of single-layer graphene shifted up and down by
t20 + e2V 2

0 /4. The Landau levels in the AA bilayer are four-fold degenerate, as in the case of the single-layer graphene.
Five Landau energy levels (n = 1, . . . , 5) with ηλ = −1 are shown in Fig. 13(a) and (b) as functions of the magnetic

field (figures are taken from the D. Wang, Ref. [87]). The levels with ηλ = −1 cross each other. The Landau levels of the
AA-stacked bilayer graphene can be effectively modified by the bias potential between the layers [see Fig. 13(c)]. In general,

http://dx.doi.org/10.1016/j.physleta.2011.09.025
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one could adjust B and V , and fine tune the energy of a particular Landau level to Fermi energy. For this to happen, V and B
must satisfy the equation [87]

B =
c

2nh̄v2F e


t20 +

e2V 2

4
. (86)

The obtained dependence B(eV = U) is shown in Fig. 13(d).
The effect of the strong spatial inhomogeneity of the magnetic field on the Landau levels in the AA-stacked bilayer

graphene was studied by D. Wang and G. Jin in Ref. [89].
The magneto-optical absorption spectra of AA-stacked bilayer graphene was analyzed theoretically by Y.-H. Ho et al. in

Ref. [86]. They showed that these spectra exhibit two kinds of absorption peaks resulting from two groups of Landau levels
classified from the selection rule based on electronic band symmetry. Only intragroup excitations that satisfy the selection
rule take place. The magneto-optical absorption spectra of AA-stacked bilayer graphene are different from the spectra of
AB-stacked bilayer graphene. This result could offer a way to distinguish AA-stacked bilayer graphene from AB stacking and
monolayer graphene. However, it should be taken into account that the results for the absorption spectra of AA-stacked
bilayer graphene were obtained in Ref. [86] disregarding the possible existence of the gap in the electronic spectrum.

5.1.2. Conductivity in the magnetic field and integer quantum Hall effect
The conductivity of AA-stacked bilayer graphene in amagnetic field can be easily derived in the clean limit using the Kubo

formalism described in Section 9. The corresponding calculations were done in Refs. [85,87] in the case of zero temperature
(that is, T ≪ h̄ωc/kB). The resultant expression for the Hall conductivity is

σxy = −
e2

π h̄
sgn(eB)sgn(µ)


θ(g+)θ(g−)+


g2
+

2


+


θ(g+ +

√
2)+ θ(g− −

√
2)− 1

 g2
−

2


, (87)

where e2/π h̄ is the conductance quantum, [x] denotes the integer part of x, θ(x) is the Heaviside theta-function, and the
functions g± are defined as

g± =
lB
h̄vF

µ±


t20 +

e2V 2
0

4

 . (88)

Thus, the Hall conductance in AA-stacked bilayer graphene is quantized according to ±(e2/π h̄)n (n = 0, 1, 2, . . .), and
the positions of the steps in the Hall conductivity depend on both the chemical potential µ and the magnetic field B. A step
occurswhen a certain Landau level crosses the chemical potential. The dependence of the quantizedHall conductivity versus
magnetic field and chemical potential (that is, doping) is presented in Fig. 14. Naturally, the height of the steps in the Hall
conductivity corresponds to the four-fold degeneracy of the Landau levels in AA-bilayer graphene.

The magnetic field also affects the longitudinal conductivity σxx of AA-stacked bilayer graphene. The calculation of σxx
was performed by Y.-F. Hsu and G.-Y. Guo in Ref. [85] using the same Kubo approach. At zero temperature, this conductivity
is non-zero only if one of the Landau levels coincides with the chemical potential µ. In particular, this means that the
application of an infinitesimally smallmagnetic field can give rise to ametal–insulator transition in the system. To overcome
this unphysical result, one should take into account the Landau level broadening due to the presence of disorder [85]. This
disorder can be characterized by a parameter Γ , which is defined [90] as a correction to the Matsubara frequency

iω̃n = iωn + µ/h̄ + i sgn(ωn)Γ /h̄. (89)

The dependence of σxx on 1/B, calculated in Ref. [85], is shown in Fig. 14(a) and (b) by the dashed (red) curves.

5.2. Landau levels and integer quantum Hall effect in AB-stacked bilayer graphene

5.2.1. Landau levels
The study of Landau quantization in AB-stacked bilayer graphene began soon after the fabrication of graphene samples

(see, e.g., Refs. [50,56,91,92]), since it was then recognized that the bilayer system could display even more intriguing
properties than the single-layer one. As we already saw in the previous section, the bias voltage affects significantly the
electronic properties of the AA bilayer graphene placed in a magnetic field. In the case of the AB bilayer, this effect is even
more pronounced because the small bias voltage opens a gap in the electronic spectrum of this system. Below we consider
an AB-stacked bilayer graphene in a transverse dc magnetic field B with bias voltage V . As in the case of the AA bilayer, we
consider only low-energy states. This is a common approximation used in the original papers cited in this subsection.

The exact solution for the band structure problem in magnetic fields for AB-bilayer graphene has not been found in
the general case, even in the tight-binding approach. The problem can be solved numerically [93,94], by semiclassical
methods [95,96], or by using simplified Hamiltonians [50,56,91,97–99,48,100].
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Fig. 14. (Color online) Quantized transverse conductivity σxy for the AA-stacked bilayer graphene (from Ref. [85]): (a) as a function of 1/B for µ < t0 , (b)
as a function of 1/B forµ > t0 , and (c) as a function ofµ for different B. The longitudinal conductivity σxx as a function of 1/B is shown by the dashed (red)
curve in figures (a) and (b) when taking into account the Landau level broadening Γ . The data were calculated for T = 0, t0 = 0.2 eV, and vF = 106 m/s.
Source: Reprinted figure with permission from Ya-Fen Hsu and Guang-Yu Guo, Phys. Rev. B 82, 165404 (2010).
© 2010, by the American Physical Society.

Here, following Refs. [91,97], we will use a simplified analysis disregarding trigonal warping (that is, neglecting the t3
hopping amplitude) and electron–hole asymmetry (that is, neglecting t4). In this approach, we rewrite the Hamiltonian of
the AB bilayer Eq. (46) in the form [91,97]

HAB
= −


eV/2 0 Π̂ 0
0 −eV/2 t0 Π̂

Π̂∗ t0 eV/2 0
0 Π̂∗ 0 −eV/2

 , (90)

where in the gauge chosen above the operator Π̂ is defined as

Π̂ = −vF {ih̄ (∂/∂x + ∂/∂y)+ eBy/c} . (91)

As in the case of the AA bilayer, we seek a solution of the Schrödinger equation corresponding to this Hamiltonian in the
formΨ (x, y) = eikxΨ (y). The appropriate eigenvalue problem can be solved explicitly [91,97]. In the notations of the present
review, the energies En

LL of the Landau levels are determined by the equation


(ϵn + u0)

2
− n

 
(ϵn − u0)

2
− (n − 1)


=


ϵ2n − u2

0


t20

h̄2 ω2
c

, (92)

where

ϵn = ELL(n)/h̄ωc and u0 = eV/2h̄ωc . (93)

The eigenfunctions for n ≥ 2 can be expressed as [91]

Ψkn(y) = dn


Qn−1(ζ ),

√
n − 1

ϵn − u0
Qn−2(ζ ), fnQn−1(ζ ),−fn

√
n

ϵn + u0
Qn(ζ )

T

, (94)
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where the functions Qn and variable ζ are defined in the text after Eq. (84),

fn =
h̄ωc

t0

(ϵn − u0)
2
− (n − 1)

ϵn − u0
, dn =


f 2n


1 +

n

(ϵn + u0)
2


+ 1 +

n − 1

(ϵn − u0)
2

−1/2

. (95)

These results for the Landau levels become invalid for large n, when ELL(n) & t0, and the Hamiltonian in Eq. (90) is not
applicable. As it follows from Eqs. (92) and (94), for each integer n there exist four states with unequal energies. Within such
an approach, the trigonal warping can be taken into account using perturbation theory with respect to the small parameter
(t3/t)2 [97,101].

In the case of an unbiased bilayer, u0 = 0, Eq. (92) simplifies considerably, and the eigenenergies can be expressed as

ϵ(1,2,3,4)n = ±

 (2n − 1)+ (t0/h̄ωc)
2

2
±


(2n − 1)+ (t0/h̄ωc)2

2
4

− n(n − 1)


1/2

. (96)

If n = 0 or n = 1, we have

ϵ
(1,2)
0,1 = 0, ϵ

(3,4)
0,1 = ±


t20

(h̄ωc)2
+ 1. (97)

The Landau levels have four-fold degeneracy due to spin and valley degrees of freedom. In the unbiased case (V = 0),
zero level is eight-fold degenerate, which corresponds to experimental observations (see below). However, if we take into
account the trigonalwarping, the total degeneracy of the zero-energy Landau level is 16, due to fourDiracminicones near the
zero energy level [50]. As argued by S. Berciaud et al. in Ref. [102], the electron–electron coupling destroys the ideal picture
of the trigonal warping, e.g., reducing the number of minicones near each K point from four to two, restoring eight-fold
degeneracy.

In the biased AB bilayer, the valley degeneracy is lifted [50]. In particular, the zero-energy level splits in two levels
independent on the magnetic field ϵ(1)0,1 = −ξu0, where ξ = ±1 is the valley index.

The dependence of the Landau levels eigenenergies on the combination of the magnetic field and the interlayer voltage
bias is illustrated in Fig. 15. This dependence is different from that of the AA bilayer, Fig. 13. This discrepancy is due to
the different electron energy spectra of these two systems. In particular, the applied interlayer voltage opens a gap in the
spectrum of the AB graphene bilayer, in contrast to the AA system.

The Landau quantization in AB bilayer graphenewas observed and experimentally studied inmany experiments, not only
devoted to the analysis of the Landau levels themselves [26,102,104,46,105,106], but also in numerous papers studying the
quantumHall effect, whichwill be discussed in the next subsection. The experimental results are in a satisfactory agreement
with the theoretical analysis presented above. The discrepancies between the theory and experiment can be attributed to
experimental errors, sample quality and, which is more important, to the approximations made when deriving Eq. (92),
especially, neglecting the t3 and t4 hopping amplitudes responsible for the trigonal warping and electron–hole symmetry
breaking, disregarding electron–electron interaction, and continuous medium approach. For example, E.A. Henriksen and
J.P. Eisenstein in Ref. [104] measured the Landau levels in AB bilayer using infrared spectroscopy in magnetic fields up to
18 T. They observed four distinct intraband transitions in both the conduction and valence bands. The transition energies
are roughly linear in B between the lowest Landau levels, whereas they follow

√
B for the higher transitions. This behavior

represents a change fromaparabolic to a linear energy dispersion. These observations, aswell as the density of states derived
from the data, generally agrees with the existing lowest order tight-binding calculation for AB bilayer graphene discussed
above. However, in comparing data to theory, a single set of fitting parameters fails to describe the experimental results
quantitatively.

In Ref. [26], A.S. Mayorov et al. extracted the position of the Landau levels from experiments on electronic transport in
free-standing AB bilayer graphene inmagnetic fields, see Fig. 16(a). The calculated values are shown in this figure by dashed
lines. In contrast to results by E.A. Henriksen and J.P. Eisenstein [104], the range of parameters that fit the theoretical and
experimental results was very narrow, which indicates that the proposed tight-binding Hamiltonian is appropriate for the
analysis of the electronic properties of the AB bilayer. From Fig. 16(a) it is seen that at energies below 5 meV, the almost
parabolic electronic dispersion at higher energies is replaced with a linear spectrum at lower energies. Such a behavior
could be attributed to the effect of the trigonal warping, which becomes significant at low energies. However, the authors
of Ref. [26] show that a more detailed analysis of the data reveals a significant deviation from the ideal picture of trigonal
warping, which could be attributed, e.g., to the effects of electron–electron coupling. In Ref. [102] by S. Berciaud et al.,
the electronic excitations between Landau levels in free-standing N-layer graphene were measured using micro magneto-
Raman scattering spectroscopy. A characteristic evolution of electronic bands in up to five Bernal-stacked graphene layers
was observed. Their behavior is described remarkably well by the simple tight-binding theoretical approach. The results
for single-layer and AB bilayer samples are shown in Fig. 16(b) and (c). The calculations done with the help of Eq. (92) are
shown by solid curves. As it is seen, the theoretical and experimental results are in a good agreement. Note also that the
measurements of the quantum Hall conductivity confirmed that the zero Landau level is eight-fold degenerate, while other
levels are four-fold degenerate (see Section 5.2.3).
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Fig. 15. (Color online) First five electron-like Landau levels (n = 1, 2, 3, 4, 5) in biased (U = eV ) AB graphene bilayers from Ref. [103]. Panels (a, b):
Landau levels as function of magnetic field. The level corresponding to n = 1 is shown by the solid black curve, n = 2—(red) dashed curve, n = 3—(blue)
dotted curve, n = 4—(green) dot-dashed curve, and n = 5—(purple) double-dot-dashed curve. Two different bias potentials are used: (a) U = 50meV, and
(b) U = 200 meV. (c) First five electron-like Landau levels in the graphene bilayer as a function of the interlayer potential difference U = eV at B = 2 T.
(d) Dependence of the crossings of the adjacent Landau levels on the combination of applied magnetic field and interlayer potential difference. The symbol
Ln1n2 denotes the crossing of the Landau levels with indices n1 and n2 .
Source: Figure from EPL 92, 57008 (2010), by Dali Wang and Guojun Jin. Reprinted with permission from IOP.
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Fig. 16. (Color online) (a) Position of the Landau levels in an AB bilayer as a function of themagnetic field extracted from the transport measurements [26].
Symbols represent experimental data points, and curves correspond to theoretical calculations. FromA.S.Mayorov et al., Science, 333, 860 (2011). Reprinted
with permission from AAAS. Panels (b) and (c): The Landau levels in a single layer (b) and AB bilayer (c) graphene from Ref. [102]. Left panels show false-
color maps of the micro magneto-Raman scattering spectra as a function of the magnetic field. The corresponding peak frequencies of the electronic
Raman features extracted from Lorentzian fits are shown in the right panels. The theoretical results are shown by solid lines. The interlayer hopping was
t0 = 0.4 eV, while the Fermi velocity vF that best fits the results is indicated in each panel. Reprinted with permission from S. Berciaud et al., Nano Letters,
14, 4548 (2014). Copyright 2014 American Chemical Society.

Thus, we can conclude, the commonly-used simple tight-biding approach presented above is valid for the description of
the main electronic properties of the AB bilayer graphene.

Several theoretical papers generalized the models discussed above. The Landau level spectrum for AB bilayer graphene
in a tilted magnetic field was studied by Y.-H. Hyun et al. in Ref. [107]. In the low-energy approximation of the tight-binding
model, the authors found analytically the Landau level spectrum in terms of spheroidal functions and their respective
eigenvalues. In the limit of large in-plane field, this spectrum becomes two-fold degenerate, which is a consequence of



30 A.V. Rozhkov et al. / Physics Reports 648 (2016) 1–104

Fig. 17. (Color online) Calculated intraband magneto-optical absorption for AB bilayer graphene as a function of photon energy at a fixed bias potential
(fromRef. [103] byD.Wang andG. Jin). The absorption peaks correspond to transitions between adjacent Landau levels. The curves are plotted for transverse
bias voltage eV = 200 meV, and the several different values of the magnetic field B; the notation Li → Lj denotes transitions between levels i and j.
Source: Figure from EPL 92, 57008 (2010), by Dali Wang and Guojun Jin. Reprinted with permission from IOP.

the Dirac point splitting, induced by the in-plane field. The effect of disorder was analyzed in Refs. [65,108]. It was shown
that the Landau spectrum, especially the zero-energy level, is rather stable against disorder.

5.2.2. Conductivity in a magnetic field and magneto-optic phenomena
The electronic structure can be probed by spectroscopic measurements in magnetic field. Naturally, this technique was

applied to study AB graphene bilayer. In particular, in Refs. [26,104,106], the Landau level energies were extracted from
the magneto-optic transport measurements. On the theory side, the magneto-optical spectrum of the biased and unbiased
AB graphene was calculated in the tight-binding approximation in several papers [91,97,103,109,110]. Generalizing the
approach used in Section 9 [see Eq. (122)] to the case of finite dc magnetic field, it is possible to compute the dynamical
conductivity and absorption. The effect of disorder is included with the phenomenological constant Γ as it was done in
Section 9. In a magnetic field, an optical excitation by normally-incident light is only allowed between the Landau levels
with index values n and n ± 1, since the matrix element of the velocity operator v̂x in Eq. (122) vanishes otherwise [109].
Fig. 17 shows an example of such calculations of themagneto-optical absorption spectrum performed by D.Wang and G. Jin
in Ref. [103].

The Hall conductivity σxy can be calculated the same way as σxx, Eq. (122) with (α, β) = (x, y). The optical Hall
conductivity is directly related to the Faraday rotation angleΘF of the incident light,ΘF = 2πRe(σxy)/c . The Faraday rotation
in AB bilayer graphene was computed in Refs. [97,100].

5.2.3. Integer quantum Hall effect
The integer quantumHall effect in the AB bilayer has some specific peculiarities at low carrier densityN due to the eight-

fold degeneracy of the zero-energy Landau level at V = 0. It has been studied theoretically in several papers [50,56,97,101,
111,112]. As it was mentioned above, the calculation of the Hall conductivity is a straightforward procedure based on the
Kubo approach, Eq. (122). However, even in the tight-binding approximation and neglecting the trigonal warping the result
can be obtained only numerically.

Theoretical predictions regarding the integer quantum Hall effect in the AB bilayer graphene (E. McCann and
V.I. Fal’ko [50], E.McCann [56],M. Nakamura et al. [112]) are illustrated in Fig. 18. Experimental results (E.V. Castro et al. [58],
K.S. Novoselov et al. [111]) are shown in Fig. 19. In Fig. 18(a), (b), and Fig. 19(a) the Hall conductivity is shown as function
of the carrier density N , while in Fig. 18(c) it is shown as function of 1/B. The measured dependencies of σxy on the applied
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Fig. 18. (Color online) Integer quantum Hall effect in AB bilayer graphene. (a) The calculated Hall conductivity σxy as a function of carrier density N for
unbiased AB bilayer (solid line) is compared to that of a monolayer (dashed line), from Ref. [50]. (b) The calculated Hall conductivity as a function of carrier
density for unbiased (dashed curve) is compared to that for largeV (solid curve), fromRef. [56]. (c) Dependence ofσxy on 1/B formonolayer (left picture) and
unbiased AB bilayer (right picture) graphene, from Ref. [112]. The insets show the dispersion relations of both systems. The twice larger step at N = 0 and
1/B = 0 in the unbiased AB bilayer is due to the additional two-fold degeneracy of the Landau level at zero energy. Disorder is phenomenologically taken
into account in (a) and (b), and disregarded in (c). Credits. Panel (a): Reprinted figurewith permission fromE.McCann, V.I. Fal’ko, Phys. Rev. Lett., 96, 086805
(2006). Copyright 2006 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.96.086805 Panel (b): Reprinted figure with permission
from E. McCann, Phys. Rev. B, 74, 161403 (2006). Copyright 2006 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.74.161403
Panel (c): Reprinted figure with permission from M. Nakamura et al., Phys. Rev. B, 78, 033403 (2008). Copyright 2008 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.78.033403.

voltage V0 are shown in Fig. 19(c) for undoped and chemically doped AB bilayer samples. Note that physically the applied
voltage changes the carrier density, and the dependencies of σxy on both N and V0 are in some sense similar. The measured
dependence of the longitudinal resistivity ρxx on N is shown in Fig. 19(b). As it follows from the theory, Eq. (122), the steps
in the quantum Hall conductivity corresponds to peaks in the longitudinal resistance (see also Fig. 14). For comparison, the
dependencies σxy on N and 1/B for single-layer graphene are shown schematically in Fig. 18(a) and (c).

The data shown in Figs. 18 and 19 demonstrate that, on both theoretical and experimental pictures, the plateaus in the
Hall conductivity σxy occur at integermultiples of 4e2/h, and each plateau corresponds to the quantized change in the charge
density value of 4B/Φ0. This behavior is due to the four-fold degeneracy of the AB bilayer arising from the spin and valley
degrees of freedom. Deviation from the conventional integer quantum Hall effect occurs near σxy = 0. In the unbiased
AB bilayer, there is a step in σxy of height 8e2/h due to additional degeneracy of the zero-energy Landau level. This big
step is accompanied by a plateau separation of 4B/Φ0 in density, arising from the eight-fold degeneracy of the zero-energy
Landau levels. These features are clearly seen on the experimental curves, see Fig. 19(a) and blue curve (undoped sample)
in Fig. 19(c). In many papers studying Landau levels and quantum Hall effect, the value of the charge density N is expressed
as a dimensionless filling factor ν = NΦ0/B. In terms of ν, the steps in the Hall conductivity in the AB bilayer are observed
when ν changes by the value ±4, except ν = 0, when the step is 8.

Thus, themanifestation of the integer quantumHall effect in AB bilayers differs significantly from that in AA bilayers and
single layer graphene. First, there is no zero-energy Landau level in AA bilayer and single layer graphene, therefore, there
is no step across zero density [the dashed line in Fig. 18(a)]. All Landau levels in AA bilayer and single-layer graphene have
four-folded degeneracy, therefore, there is no ‘‘double’’ step in the Hall conductivity σxy.

The application of the transverse voltage splits the valley degeneracy as shown theoretically by E. McCann and V.I. Fal’ko
in Ref. [50]. In particular, as it was mentioned in Section 5.2.1, zero-energy level splits as E0,1 = ±eV/2. The splittings of the
non-zero levels are weaker. When the energy scale eV is large enough, then the splitting eV of the zero energy levels from
each valley results in a sequence of quantum Hall plateaus at all integer values of 4e2/h, including a plateau at zero density,
Fig. 18(a) (dotted line), as observed experimentally, Fig. 19(c), (red curve, for a doped sample).

http://dx.doi.org/10.1103/PhysRevLett.96.086805
http://dx.doi.org/10.1103/PhysRevB.74.161403
http://dx.doi.org/10.1103/PhysRevB.78.033403
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Fig. 19. (Color online) Experimental observation of the integer quantumHall effect in AB bilayer graphene. The Hall conductivity σxy (a) and ρxx (b) are
plotted as functions of the electron densityN at a fixed B and temperature T = 4 K. Positive and negativeN correspond to field-induced electrons and holes,
respectively. The Hall conductivity crosses zero without any sign of the zero-level plateau that would be expected for a conventional 2D system. The inset
shows the energy spectrum for AB bilayer graphene. Reprinted by permission from Macmillan Publishers Ltd: Nature Physics, 2, 177 (2006), copyright
2006. http://www.nature.com/nphys/index.html Panel (c): measured Hall conductivity as function of the applied voltage V0 of pristine (undoped) and
chemically doped AB bilayer graphene (N0 ≈ 5.4× 1012 cm2). Reprinted figure with permission from E.V. Castro et al., Phys. Rev. Lett., 99, 216802 (2007).
Copyright 2007 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.78.033403.

Recall that in this section we have assumed that the degeneracy of the Landau levels is preserved, i.e., any splitting of the
levels is negligible as compared to the temperature and level broadening in experiments.

5.2.4. Fractional quantum Hall effect
Fractional quantum Hall effect is observed in two-dimensional systems with electron correlations [83]. In such systems

the quasiparticles can have fractional charge. As a result, the steps in the Hall conductivity could arise at fractional filling
factors. Usually such steps can be distinctly extracted from measurements only at very low temperatures. The fractional
quantum Hall effect has been observed in monolayer graphene [113–115]. The observation of this effect in a high-quality
AB bilayer graphene samples was reported in Refs. [59,116]. More detailed experimental studies of the factional quantum
Hall effect in the AB bilayer were performed [117,118].

In Ref. [116], W. Bao et al. performed magneto-transport measurements of a suspended bilayer graphene device with
charge carrier mobilities up to 2.7 × 105 cm2/V s in magnetic field up to 31 T. A small conductance plateau was observed
at ν = 1/3. This plateau scales appropriately with N and B and disappears at temperature above T ≈ 2–2.5 K. In Ref. [117],
A. Kou et al. presented local electronic compressibility measurements of the fractional quantum Hall effect in the lowest
Landau level of a bilayer graphene device fabricated on hexagonal boron nitride (h-BN). Peaks were observed in the
compressibility, corresponding to the fractional quantum Hall effect states at filling factors ν = 2p + 2/3, with hints of
additional states appearing at ν = 2p + 3/5, where p = −2,−1, 0, and 1. According to Ref. [117], this sequence breaks
particle–hole symmetry and obeys a ν → ν + 2 symmetry, which highlights the importance of the orbital degeneracy
for many-body states in bilayer graphene. Robust fractional quantum Hall states at ν = −1/2 and −4/3 in suspended AB
samples were revealed in low-temperature magneto-transport measurements [118]. The experimental dependence of the
longitudinal, Rxx, and Hall, Rxy, resistances on the magnetic field from Ref. [118] are shown in Fig. 20; panels (a) and (b)
illustrate the fractional quantum Hall effect with ν = −1/2 and ν = −4/3, respectively. Note that the observation of
the quantum Hall effect requires high-quality AB bilayer graphene samples, low temperatures (below 2–2.5 K), and strong
magnetic fields (about 5–10 T and higher).

The nature of fractional quantum Hall states is determined by the interplay between the Coulomb interaction and the
symmetries of the system. The distinct combination of spin, valley, and orbital degeneracies in AB bilayer graphene is

http://www.nature.com/nphys/index.html
http://dx.doi.org/10.1103/PhysRevB.78.033403
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predicted theoretically to produce an unusual and tunable sequence of fractional quantum Hall states in the lowest Landau
level [119–125].

Strongly correlated states at fractional filling factors and the prospect of tuning their properties have been the focus of
recent theoretical attention [119,121,124,123,125–127]. Z. Papić et al. [122] proposed a method to continuously tune the
effective electron interactions in graphene and its bilayer by the dielectric environment of the sample. Using this method,
the charge gaps of prominent fractional quantum Hall states, including ν = 1/3 or ν = 5/2 states, can be increased several
times, or reduced to zero. The tunability of the interactions can be used to realize and stabilize various strongly-correlated
phases and explore the transitions between them. The fact that different sample preparations result in different fractional
quantum Hall states could be a sign of the theoretically predicted tunability of the fractional quantum Hall effect in bilayer
graphene [121,123,125]. Applying a perpendicular electric and/or a parallelmagnetic field to the samplemay provide insight
into the conditions under which different fractional quantum Hall states are favored.

The effects of the electron–electron interaction on the properties of AB bilayer graphene in a strong magnetic field were
the focus of a many theoretical studies. In particular, D.S.L. Abergel and T. Chakraborty predicted that the interactions can
cause themixing of Landau levels in moderate magnetic fields [128]. Broken-symmetry states induced by electron–electron
coupling and phase diagram of the lowest Landau level in the Bernal or AB bilayer graphene in a magnetic field were
investigated in Refs. [129–133,123].

6. Spin–orbit coupling

Spin–orbit coupling is a relativistic effect, which can be derived from Dirac’s model of the electron. Spin–orbit coupling
describes a process in which an electron changes simultaneously its spin and angular momentum or, in general, moves
from one orbital wave function to another. The spin–orbital mixing is large in heavy ions, where the average velocity of the
electrons is higher.

Single-layer graphene has been proposed to be a two-dimensional quantum spin Hall system when the intrinsic
spin–orbit interaction is taken into account [134–136]. Spin–orbit coupling (SOC) in graphene opens a gap at the Dirac
points and the system becomes a topological insulator. However, carbon is a light atom, and the spin–orbit interaction
is expected to be weak. Tight-binding and band-structure calculations provide estimates for the intrinsic and extrinsic
spin–orbit interactions in the range 0.01–0.2 K, and hence much smaller than the other energy scales in the problem [4].
The artificial enhancement of the spin–orbit coupling strength in graphene can open up new possibilities in graphene-
based spintronics. Several theoretical and experimental works have addressed the effects of enhanced spin–orbit coupling
in graphene by doping with heavy adatoms such as indium or thallium [137], doping with 3d/5d transition metal atoms
[138–140], and interfacing with metal substrates, e.g., Ni(111) [141–144].

In bilayer graphene the effect of spin–orbit coupling was investigated in several theoretical works [145–153]. The
Hamiltonian of the problem is usually written in the form

Ĥ = Ĥ0 + ĤR + ĤM . (98)

Here Ĥ0 is theHamiltonian of bilayer graphene, either AB of AA,which includes the terms describing both in-plane and inter-
plane hopping, the gate voltage contribution, and disregards all interactions (see Section 3). The term ĤR describes Rashba
spin–orbit interaction. If one takes into account only nearest neighbor interaction this term can be expressed as [148,151]

ĤR = itR


⟨ij⟩aαβ
z · (σαβ × dij)a

Ď
iaαbjaβ + h.c., (99)
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where tR is the Rashba spin–orbit coupling strength, z is the unit vector perpendicular to the layers, dij is a vector pointing
from sites j to i, a = 1, 2 is the layer index, and σαβ are spin Pauli matrices with α and β denoting up spin or down spin.
The term ĤM is the exchange field contribution with magnetizationM

ĤM = M

iaαβ


aĎiaασ

z
αβaiaβ + bĎiaασ

z
αβbiaβ


. (100)

Such an exchange field effect can arise due to the proximity coupling between graphene and magnetic adatoms or
ferromagnetic substrate materials (see Ref. [151]). This term is of importance for several reasons, which will be discussed
below.

According to Refs. [147,151], the effect of spin–orbit coupling in AA-stacked bilayer graphene is insignificant, unless tR
becomes of the order or larger than interlayer hopping amplitude t0, which seems unrealistic. Thus, themain research efforts
for this problem were devoted to the AB bilayer graphene.

The electronic band structure of the AB bilayer in the presence of spin–orbit coupling and a transverse electric field was
calculated from ‘‘first principles’’ using the linearized augmented plane-wave method by S. Konschuh et al. in Ref. [150].
The main conclusion of the latter paper is that the spin–orbit effects in AB-stacked bilayer graphene differ essentially from
the single-layer spin–orbit coupling. The intrinsic spin–orbit splitting (anticrossing) around the K points is about 24µeV for
the low-energy valence and conduction bands, which are closest to the Fermi level, similarly as in single-layer graphene. An
applied transverse electric field breaks space-inversion symmetry, and leads to a Rashba spin–orbit splitting. This splitting
is usually linearly proportional to the electric field. The peculiarity of AB-stacked bilayer graphene is that the low-energy
bands remain split by 24µeV, independently of the applied external field. The electric field, instead, opens a semiconducting
band gap separating these low-energy bands. In the remaining two high-energy bands the spin degeneracy is lifted. The
strength of this splitting is proportional to the electric field; the proportionality coefficient is given by the second intrinsic
spin–orbit coupling, whose value is 20 µeV. All the band-structure effects and their spin splittings can be explained by
a tight-binding model, in which the spin–orbit Hamiltonian is derived from symmetry considerations. The magnitudes of
intra- and interlayer couplings (their values are similar to the single-layer graphene ones) are determined by fitting to first-
principles results.

A systematic study on the influence of Rashba spin–orbit coupling, interlayer potential difference, and exchange field on
the topological properties of bilayer graphenewas performed by Z. Qiao et al. in Refs. [148,151]. Due to the band gap opening
from broken out-of-plane inversion symmetry, gated AB bilayer graphene is a quantum valley Hall insulator characterized
by a quantized-valley Chern number. The presence of Rashba spin–orbit coupling turns the gated bilayer graphene system
from a quantum valley Hall insulator into a topological insulator. The phase boundary is given by [148]

9t2R = t20 + (eV/2)2 . (101)

In the presence of different Rashba spin–orbit coupling strengths on the top and bottom layers, t(1)R ≠ t(2)R , the topological
insulator phase remains robust as long as [151]

9t(1)R t(2)R > t0. (102)

When the time-reversal symmetry is broken by an exchange field M , Eq. (100), the AB-stacked bilayer graphene hosts
different topological phases characterized by different Chern numbers. The phase boundaries associatedwith the topological
phase transitions are given by eV = ±M and

9t2R = t20 + (eV/2)2 − M2. (103)

The effects of next-nearest-neighbors spin–orbit coupling interaction and stability limits of the topological phases against
trigonal warping and staggered sublattice potential were investigated by E. Prada et al. in Ref. [147].

A theoretical study of the band structure and Landau levels in AB bilayer graphene at low energies in the presence
of a transverse magnetic field and Rashba spin–orbit interaction was done by F. Mireles and G. Schliemann in Ref. [149].
These authors predicted an unexpected asymmetric spin splitting and crossings of the Landau levels due to the interplay
between the Rashba interaction and the external bias voltage. The edge modes in AB-stacked bilayer graphene arising due
to spin–orbit interactions were analyzed in Refs. [145,147].

Let us conclude this section with a reminder that all spin–orbit effects discussed above have not been observed
experimentally. Thus, realistic values of the gaps, associated with the spin–orbit interaction, are not known.

7. Bilayer-based mesoscopic systems

The list of bilayer-based mesoscopic objects studied by theorists is quite similar to the list of single-layer graphene
mesoscopic systems (for a summary of single-layer mesoscopic research, see, e.g., the review by A. Rozhkov et al. [18]). The
items on such a list are: quantum dots, nanoribbons (narrow stripes of graphene), pn-junctions, edge states, and conducting
channels. However, since the electronic spectra of the bilayers are different from the single layer, the electronic properties
of the bilayer mesoscopic objects may be quite dissimilar from their single-layer counterparts.
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Most of this section is dedicated to mesoscopic structures made of AB bilayer graphene. The number of studies of AA-
based system is fairly small and it is reviewed in Section 7.2.1. In addition, Klein tunneling for AA bilayer graphene was
discussed in Section 4.1.1. Klein tunneling in twisted bilayer graphene is discussed in Section 13.5.4. Finally, there is a
small number of theoretical [154,155] and experimental [156] studies where mesoscopic systems based on twisted bilayer
graphene have been studied.

7.1. AB bilayer graphene quantum dots

Quantum dots are simplest mesoscopic objects. In the theoretical literature, both single-layer and AB bilayer graphene
quantum dots are discussed. Studies of quantum dots made of AA bilayer are virtually absent.

A simple quantum dot can be a small piece of material. As a first example of a quantum dot, let us consider a nanoribbon
of finite length. Sahu et al. [157] investigated a finite-length AB bilayer nanoribbon using DFT. According to this paper,
the system ground state is magnetic: it demonstrates interlayer antiferromagnetic arrangement of magnetic moments. The
confinement-induced gap is enhanced by the internal magnetism. The application of an external electric field weakens this
gap. A related study of an infinite length nanoribbon, Ref. [158], will be reviewed below.

For single-layer and AB bilayer graphene, tearing a macroscopic sample into small pieces is not the only method to
define a quantum dot. Alternatively, a dot may be created within a larger sample with the help of a position-dependent
external potential, either chemical or electric. For AB bilayer samples, appropriate ideas were explored theoretically in Refs.
[159,160]. If the symmetry between the layers is broken (e.g., by a transverse electric field, see Section 3.3.2), a gap opens up
in the bulk of the bilayer. In such an insulating environment, one can induce a well-defined quantum dot. This can be done
by introducing dopants to a small area of the sample, as discussed theoretically by J. Pereira et al. in Ref. [160]. If the donor
or acceptor levels lie inside the gap, the wave functions associated with these states are localized near the region where
the dopants are placed. As a result, several discrete subgap states emerge (in connection with single-layer graphene similar
proposals were considered by G. Giavaras and F. Nori in Ref. [161]).

Experimentally, this type of dot was realized by M.T. Allen et al. [162] with the help of a complicated gating system in
suspended AB bilayer graphene samples. The tunable bulk gap in this experiment was up to 250 meV. Inside this insulating
bulk an electric-field-defined quantum dot was created. Dots with diameters ranging from 150 to 450nm were reported.
Measurements performed on a particular dot at 0.1 K demonstrated well-defined Coulomb blockade with charging energy
EC ≈ 0.4 meV. The same principle was used by A.M. Goossens et al. [163], to define a quantum dot within a bilayer sample
on a hexagonal boron nitride substrate. A related experiment was described in Ref. [164].

If the electric potential varies in space, but it is identical for both layers, the gap does not emerge. In such a situation
it is impossible to create true bound states: the electron wave function would ‘‘leak’’ away from the dot into a gapless
environment. In this situation, a set of quasi-bound states (resonances) can be induced. This can occur both in single-layer
graphene [159,165–167], and in gapless bilayer graphene [159]. However, the application of the externalmagnetic fieldmay
confine these states.

This method of creating quantum dots is very appealing, since it allows one, at least in principle, to control the properties
of the dots by varying external fields. Using an appropriately-designed gating system it is possible to engineer, for example,
quantum dots of non-trivial shapes. Specifically, a ring-shaped quantum dot was studied theoretically by M. Zarenia et al.
in Ref. [168]. To generate such a dot we need a gating system creating a bias potential, which vanishes within a finite-width
ring: U(r) = eV (r) = 0 when Rmin < r < Rmax, where r is a polar radius, Rmin and Rmax are the internal and external
radii of the ring. The required potential is non-zero and has the same polarity for both r < Rmin, and r > Rmax. As a result,
several discrete subgap states may localize at the ring. The behavior of these states in an external magnetic field and other
properties are discussed in [168].

A ring with a different confining mechanism was proposed by L.J.P. Xavier et al. in Ref. [169]. This ‘‘topological’’
confinement is based on the idea of I. Martin et al. [170] (it will be discussed in more detail in Section 7.3). According to
Ref [170], when the transverse electric potential applied to an AB bilayer sample changes sign as a function of coordinate
[for example,U(x > 0) > 0, butU(x < 0) < 0], the electric potential kink at x = 0 becomes the source of topological states.
The wave functions of such subgap states are extended along the y-axis and localized in the x-direction. If the gate system
creates the transverse potential U(r), which changes sign at some finite r = R > 0, then the topological states are localized
at the ring of radius R. Due to the finite circumference of this ring, instead of a one-dimensional band, a set of quantized
levels appears.

7.2. Bilayer graphene nanoribbons

7.2.1. AA bilayer nanoribbons
Nanoribbons (narrow stripes of the material) prepared from bilayer graphene are another popular object of research.

Similar to single-layer graphene nanoribbons, AA bilayer nanoribbons are also classified according to their edge type: there
are zigzag and armchair nanoribbons.

The Landauer–Büttiker transport through AA bilayer nanoribbon was studied in Refs. [171,172]. In Ref. [172], N. Xu et al.
studied a transport through the AA nanoribbons with both zigzag and armchair edges. The effects of interlayer electron
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Fig. 21. AB bilayer edges. Edge classification developed for single-layer graphene is incomplete for AB-stacked bilayer. Both armchair edge (horizontal
edges in both panels) and zigzag edge (vertical edges) can appear in any of the two varieties, α-alignment [panel (a)] and β-alignment [panel (b)]. In both
panels one layer is shown by (red) solid hexagons, another is represented by (black) dashed hexagons.

hopping and ripples were discussed. For the armchair nanoribbon the current decreases at fixed voltagewhen the interlayer
hopping grows. This effect is virtually absent for the zigzag nanoribbons. Ripples act to suppress the current, especially for
zigzag systems. S.-J. Sun and C. Chang [171] compared AA-stacked and AB-stacked nanoribbons. The influence of both bias
voltage and perpendicular magnetic field were studied. The bias voltage affects the AA and AB nanoribbons differently: the
bias electric field in the interval E < 4 V/nm suppress the current through the AB nanoribbon, but does not significantly
change the current through the AA nanoribbon. Current oscillations, which are predicted to occur at higher E, are likely to be
difficult to observe due to electrical breakdown. As for themagnetic field, it appears that themagnetoresistance is extremely
weak (<10−5 at 10 T) in both cases.

Transport between two overlapping single-layer nanoribbons was studied by J.W. Gonzalez et al. in Ref. [173] within the
framework of the Landauer–Büttiker formalism. Both AA and AB types of stacking in the overlap region were discussed.
Ref. [173] found that for both stackings the Landauer conductance oscillates as a function of the overlap region width.
The period of oscillations is about 20 unit cells. Since the conductance is very sensitive to the geometry of the system,
the authors proposed to use such a setup as an electromechanical switch. Experimentally, electromechanical properties of
both AB bilayer and monolayer graphene were studied in Ref. [174].

In Ref. [175], K.M.M. Habib et al. investigated the same system of two overlapping single-layer nanoribbons in a non-
equilibrium regime. Similar to [173], Ref. [175] assumed that the overlap area is either of AA, or AB type. Using DFT and
non-equilibrium Green’s function approach Ref. [175] proved that such a system would demonstrate a region of negative
differential resistance at sufficiently large applied voltage. Details of the IV curve, however, depend on the type of stacking.

7.2.2. AB bilayer nanoribbons
For AB bilayer nanoribbons, the usual classification of the edge types (armchair versus zigzag edges) is not entirely

complete: both types must be further split into α-alignment and β-alignment (see Fig. 21).
It is known that single-layer graphene allows for a flat band of edge states near the zigzag termination (localized states

near the armchair termination are also possible under suitable circumstances [176]). Similar localized states were described
theoretically by E.V. Castro et al. [177] for β-aligned AB bilayer zigzag semiplane and AB bilayer zigzag nanoribbons. There
are two edge bands per edge; thus, a nanoribbon has four such bands. The wave functions corresponding to different edge
bands are quite dissimilar. Namely, in the nearest-neighbor-hopping model of Ref. [177] there are two bands whose wave
functions are localized exclusively on a single layer of the bilayer. Thewave functions for the two other bands are spread over
both layers. This disparity explains the different behavior of the edge states under the action of the transverse bias voltage
V . When V = 0, all four bands are dispersionless, with zero eigenenergy εk = 0. For V ≠ 0, the single-layer localized bands
shift rigidly from εk = 0 to εk = ±eV/2. The localized states whose wave functions are spread over both layers remain in
the bulk gap, and acquire a pronounced dispersion.

Thismodelwas generalized by A. Cortijo et al. in Ref. [178]. They included longer-range hopping and interaction into their
Hamiltonian. The longer-range hopping lifted the degeneracy of the perfectly flat edge bands, introducing the dependence
of the eigenenergies onmomentum k along the nanoribbon. The combined effect of the longer-range hopping and non-zero
transverse bias V creates a disparity between the nanoribbon edges. The authors identify ‘‘fast’’ and ‘‘slow’’ edge: the velocity
of the band localized at the ‘‘fast edge’’ of the nanoribbon is higher than that at the ‘‘slow edges’’. The electron–electron
interaction induces single-electron gaps at both edges. According to [178], ‘‘the slow edge’’ must have a higher gap value.
Measuring the conductance of an individual edge, an experimentalist could extract each gap value independently.

It is theoretically predicted for single-layer graphene that the edge-state band is unstable with respect to ferromagnetic
order when considering the repulsive interaction between electrons (see, e.g., the review Ref. [18]). Likewise, AB bilayer
zigzag nanoribbons were actively researched in connectionwith their magnetic properties [157,158,179,180]. At the bilayer
edge one might expect that both layers would be magnetized. Indeed, this type of magnetic structure has been reported in
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several theoretical paperswhere different versions of density functional theory (DFT) calculationswere employed. However,
one must remember that the relative stability of the magnetic and non-magnetic states turns out to be very sensitive
to numerous details: the type of density-functional approximation, edge structure (α-alignment versus β-alignment),
relaxation of the atom positions at the edge. For example, Sahu et al. [158] concluded that for α-aligned zigzag graphene
nanoribbons, the DFT calculations cannot reliably determine if the stable state is magnetic or not. Also, [158] claimed that
β-aligned zigzag nanoribbons are magnetic: every edge of every layer carries finite magnetization. However, the method
was unable to assess if the magnetization vectors at the same edge of the nanoribbon have the same (ferromagnetic) or
opposite (antiferromagnetic) orientations.

The results of a similar DFT study were described by M.P. Lima et al. in Ref. [180]. Unlike Ref. [158], where the graphene
strips comprising the nanoribbonwere assumed to be perfectly flat, Ref. [180] allowed for bending of the nanoribbon layers.
Therefore, they found that in the stable configuration the ‘‘thickness’’ of the nanoribbon is not constant, but rather changes
from point to point as onemoves from one edge to another. This thickness variation is the result of the interlayer interaction
variation: a local value of the interlayer interaction in the proximity of an edge becomes sensitive to the distance from the
edge. For an α-aligned nanoribbon, this additional interaction can be thought of as an extra attraction between the layers,
while for a β-aligned nanoribbon acts as repulsion. Thus, the α-aligned nanoribbon was determined to be more stable than
its β-aligned counterpart. Regarding magnetism, α-aligned nanoribbons were found to be non-magnetic. For β-aligned
nanoribbon [180] confirmed the conclusion of [158] about the stability of a magnetic configuration. However, the energy
differences between competing states, possessing dissimilar magnetic structures, were smaller than the temperature. As a
result, which of these states was the ‘‘true’’ ground state, remained unknown.

The papers [158,180] discussed the situation of a nanoribbon with no contact with the substrate. Thus, they are most
relevant for suspended ribbons. The effect of silicone substrate on nanoribbon electron properties was investigated by
Z. Zhang et al. in Ref. [179]. According to this DFT study, the carbon atoms at the edges of the nanoribbon bottom layer
form covalent Si-C bonds to the silicone atoms of the substrate. Thus, the top layer, which interacts with the bottom layer
only through weak van der Waals forces, behaves as an almost isolated single-layer zigzag nanoribbon. The latter object
is known to have a magnetic ground state. Consequently, a bilayer nanoribbon on a silicone substrate is magnetic: each
edge carries a finite ferromagnetic magnetization, while the coupling between the edges is antiferromagnetic. Further, the
authors proposed to control the magnetization of the nanoribbon by an external electric field.

Thus, it appears that the zigzag bilayer nanoribbons have several competing low-energy states, some of which are
magnetic, some of which are not. Which state wins in a laboratory experiment may depend on a variety of conditions:
type of nanoribbon edge, substrate, sample history, etc. Unfortunately, relevant experimental data are not available at the
time of writing.

Optical properties of the zigzag and armchair nanoribbons were studied by A.R. Wright et al. in Ref. [181] using the
tight-binding approximation. According to those calculations, AB bilayer armchair nanoribbons should demonstrate strong
optical response in the far infrared and terahertz regimes. The frequency-dependent dimensionless optical conductivity σ
was predicted to be as large as 150(e2/4h̄). Such a response strength greatly exceeds the values typical for graphene. The
authors claimed that the required nanoribbons were already created in laboratory experiment, Ref. [182].

Numerical calculations of the Landauer conductance of AB bilayer nanoribbons were performed by H. Xu et al. in
Ref. [183]. This paper discusses both zigzag and armchair nanoribbons with ideal and disordered edges, with and without
a magnetic field. The electron–electron and electron–phonon interactions were disregarded. The authors reported that the
dimensionless conductance π h̄σ/e2 for the bilayer nanoribbon quantizes as n for the armchair edge and (2n + 1) for the
zigzag edge. The edge disorder quickly destroys this quantization, and opens a so-called transport gap. This phenomenon
is particularly strong for armchair nanoribbons. The transport through the zigzag nanoribbons is more robust, possibly
due to edge states. However, that paper investigated a very idealized object. Since the model disregarded the effects of
electron–electron and electron–phonon interaction, several mechanisms, which may affect the transport of single-layer
ribbon (see, e.g., Refs. [184–186]), were neglected. The authors themselves assessed their results as ‘‘a necessary first
step’’ toward developing a reliable theoretical description of nanoribbon transport. A related theoretical study of a bilayer
nanoribbon in a spatially inhomogeneous magnetic field was reported in Ref. [187].

Asmentioned in the previous paragraph, Ref. [183] reaffirmed the expected conclusion that edge disorder is very harmful
for the ballistic propagation of the carriers. However, the fabrication of nanoribbons with smooth edges is a very difficult
task, and experimental attempts in this direction are ongoing (see, for example, Ref. [156]).

7.3. Topologically-protected conducting channels in AB bilayer samples

As we already mentioned, the bias voltage applied to the AB bilayer opens a gap in the electron spectrum, turning the
sample into a semiconductor. I. Martin et al. [170] noticed that, if the bias potential U(r) = eV (r) passes through zero and
changes its sign upon crossing some line r = rℓ, then a set of conducting single-electron subgap states binds to this line.

To demonstrate the existence of these modes, the authors of Ref. [170] modified the effective two-band Hamiltonian,
Eq. (50). They assumed that the transverse bias potential is position-dependent V = V (r), and satisfies the following
relations

V (r) = V (x), V (x) = −V (−x). (104)
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Fig. 22. Dispersion relation for localized bands near a particular Dirac point. The two solid curves crossing the ε = 0 level represent the dependence of
the energy [measured in units of (h̄vF)2/(3a20t0)] versus dimensionless momentum py =

√
3a0qy (note that

√
3a0 is the graphene lattice constant). These

curves were estimated numerically for the dimensionless bias potential (3a20t0U(x))/(h̄
2 v2F ) equal to 2 tanh(x/w), where the length scalewwas chosen to

be w =
√
3a0/2. Both bands demonstrate negative group velocity. Their time-reversal partners are located at the other Dirac point, both having positive

group velocities. If tanh(x/w) is approximated by sgn (x), the dispersion curves for this case are shown by dashed curves. One can see that for such choices
of parameters the latter approximation works extremely well. Reprinted figure with permission from I. Martin et al., Phys. Rev. Lett., 100, 036804 (2008).
Copyright 2008 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.100.036804.

That is, the bias voltage changes sign on the straight line x = 0. The corresponding Schrödinger equationmay be solved [170]
rather straightforwardly, if we choose

U(x) = U0 sgn (x), where U(x) = eV (x). (105)

Since the system remains invariant under translations along the y-axis, one can replace −i∂/∂y → qy. Thus, for positive x
the following system of ordinary differential equations needs to be investigated:

h̄2 v2F

t0
(ξqy + ∂x)

2ϕb(x, qy) =


U0

2
− ε


ϕa(x, qy),

h̄2 v2F

t0
(ξqy − ∂x)

2ϕa(x, qy) = −


U0

2
+ ε


ϕb(x, qy),

(106)

where ξ = ±1 is the valley index, defined in Section 4.1. The system has four solutions. However, of these four only two are
normalizable at x → +∞. The divergent solutionsmust be discarded. Likewise, for x < 0 the following system of equations
must be solved:

h̄2 v2F

t0
(ξqy + ∂x)

2ϕb(x, qy) = −


U0

2
+ ε


ϕa(x, qy),

h̄2 v2F

t0
(ξqy − ∂x)

2ϕa(x, qy) =


U0

2
− ε


ϕb(x, qy).

(107)

Only two solutions are normalizable, and can be kept.
Once the solutions in each half-plane are found, they must be matched, together with their derivative, at x = 0. The

matching condition can be cast in the form of a homogeneous system of four linear equations for four unknown coefficients.
To have a non-zero solution the system’s determinant has to vanish. This implicitly defines two dispersion relations
ε
ξ

1,2 = ε
ξ

1,2(qy) for two bands localized at the line x = 0. In k-space these bands are located near the Dirac point specified
by the value of ξ . Ref. [170] explained that the presence of exactly two bands per Dirac point is related to the topological
properties of the insulating bilayer state. This set of four bands may be visualized as a one-dimensional conducting channel
inside a two-dimensional insulating host system.

While the approximation Eq. (105) accounts for many qualitative features of the topological bands, it is still quite crude.
Unfortunately, this is the only known limit which admits an analytic solution. For more realistic choices one has to resort
to numerical calculations. Let us examine Fig. 22, where the dispersion of the localized bands are shown. These dispersion
relations were obtained numerically in [170] for U(x) ∝ tanh(x/w), wherew has the dimension of length. The figure shows
two subgap modes (solid curves crossing the ε = 0 level) near a particular Dirac point. Both curves have negative group
velocity. Their time-reversal partners are located at the other Dirac point, and they both have positive group velocities. The

http://dx.doi.org/10.1103/PhysRevLett.100.036804
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dashed curves represent the dispersions corresponding to the approximation Eq. (105). One can see that for such a value of
w and U , the approximate dispersion gives a very accurate estimate for the numerical result. Similar results were obtained
by M. Zarenia et al. in Ref. [188].

As can be seen, the localized modes have non-trivial valley structure: the direction of propagation for a particular band
depends entirely on its valley index ξ . Ref. [170] proposed to use this property to create ‘‘valley filters’’ and ‘‘valley valves’’.
Ref. [189] discussed the use of the topological bands to split Cooper pairs.

Electronic states localized near the bias voltage kinks were studied in some detail in Ref. [188]. The authors showed that,
in addition to the topological bands crossing the zero energy, for a sufficiently smooth functionU(x), non-topological subgap
bands also appear. For zero doping, the non-topological bands do not reach the Fermi energy, and remain separated from
the Fermi level by a gap ∼U0. They also considered the more general case when U(x) changes sign at some finite x = d > 0,
and then again changes sign at x = −d < 0. If d is not too large, the topological bands at x = d hybridize with the bands
at x = −d. Therefore, the bands acquire small, but finite, gaps, which may be useful for the control of transport properties.
The presence of the magnetic field does not influence strongly the topological bands.

The transport properties of these bands were studied by Z. Qiao et al. in Ref. [190]. Unlike the papers mentioned
above, they used a tight-binding Hamiltonian, thus, avoiding the perils of the low-energy effective models, such as the
non-physical absence of intervalley scattering. Of course, the study relies exclusively on numerical calculations. Using the
Landauer–Büttiker approach and non-equilibriumGreen’s function technique, it was shown [190] that the topological bands
have excellent transport properties. They propagate well even when the channel bends: the authors report ‘‘zero bend
resistance’’ even for sharp turns of the propagation paths. Disorder-induced backscattering is also predicted to be very weak
both for long-range and short-range disorder. These properties may be useful for applications.

Topological bands could be used as a Tomonaga–Luttinger-like liquid with tunable parameters. This proposal was
formulated by M. Killi et al. in Ref. [191]. Since these systems have two bands propagating along the y-axis and two
bands propagating in the opposite direction, the resultant one-dimensional liquid does not coincide with the standard
Tomonaga–Luttinger concept, which has only one propagating mode per direction of propagation (so-called ‘‘left-moving’’
and ‘‘right-moving electrons’’). Nonetheless, this one-dimensional liquid is an interesting object in its own right. Its effective
low-energy description was outlined in Ref. [191]. In particular, the authors noted that the effective parameters of such a
generalized Tomonaga–Luttinger liquid may be varied by the bias voltage.

Finally, we would like to mention two variations of the ideas reviewed in this subsection. (I) It was predicted
[192,193] that certain stacking-fault domain walls may host similar modes in the presence of coordinate-independent bias
U(r) = U0 ≠ 0. Experimentally, such domain walls were studied in Refs. [194,195]. (II) In the context of edge states, related
concepts were discussed in Ref. [196].

7.4. pn-junctions and similar structures

A junction of pn type is both a cornerstone of modern electronics and an interesting object for fundamental research.
This type of mesoscopic structure has been studied for single-layer graphene (see Ref. [18] for a review). It is no wonder that
bilayer-based junctions are also discussed in the literature.

Similar to single-layer graphene, the physics of Klein tunneling, reviewed in Section 4.2, also affects the properties
of bilayer junctions as well. However, the setups discussed in Section 4.2 are too idealized to be directly relevant for
experiments. To develop a realistic description of the transport through the junctions other important factors, such as
disorder and interaction, must be accounted for.

The AB bilayer graphene has two obvious differences when compared to a single-layer graphene: its dispersion is
quadratic, and it can become a gapped insulator (semiconductor) when the transverse bias is present. Thus, the properties
of a bilayer pn-junction differ from the properties of a single-layer junction. A semiclassical theoretical investigation of
transport through a ballistic junction was presented by R. Nandkishore and L. Levitov in Ref. [197]. The geometry of the
system under study is shown in the inset for Fig. 23.

As one can expect, the junction’s IV curve demonstrates asymmetry with respect to the source–drain voltage polarity
change (see Fig. 23). In addition, for a certain range of source–drain voltages the differential conductivity of the junction is
negative. In Ref. [197] it was explained that the negative differential conductivity is a consequence of quantum-mechanical
interference between two semiclassical trajectories in a classically-forbidden region, separating p and n electrodes of the
junction. Such under-the-barrier interference is uncommon for usual semiconducting junctions.

The interference is very sensitive to the disorder inside the sample. However, estimates suggest that the currently
available experimental purity is sufficient to guarantee the observation of the theoretically-predicted behavior.

A model of a pn-junction with a step-like barrier was discussed in Refs. [198,199]. In particular, the authors of Ref. [199]
studied a pn-junction and the tunneling across a potential barrier (the latter system may be viewed as a pnp-junction). A
disorder-free configuration was assumed. The paper investigated the accuracy of different effective models of the bilayer
graphene. Predictions of the four-band and two-band models were compared, and the importance of the longer-range
single-electron hopping processes was assessed. It was found that the longer-range hopping amplitudes are unimportant
for energies in excess of 4 meV. On the other hand, the two-band effective theory prediction may deviate significantly from
the four-band theory at higher energies.
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Fig. 23. Calculated IV characteristics for a pn-junction made from an AB graphene bilayer, Ref. [197]. Three curves represent three values of the gate-
induced potential difference across the junction U (curve 1 corresponds to the smallest U , curve 3 corresponds to the largest U). The curves are asymmetric
with respect to polarity change of the source–drain voltage Vsd . Negative differential conductivity regions are clearly visible. Inset: Structure of the junction
under finite Vsd .
Source: Reprinted from: R. Nandkishore and L. Levitov, PNAS 108, 14021 (2011).

The effects of strain on the properties of ballistic pn-, pnp-, and other types of junctions were discussed in Ref. [198].
Uniaxial strain, when applied to an AB bilayer sample, qualitatively modifies the low-energy dispersion of electrons: the
parabolic dispersion surface is replaced by two Dirac cones separated by a saddle point. The resultant dispersion surface is
somewhat similar to the trigonal warping, Fig. 9, but with two emergent cones instead of four. The saddle point at ±5 meV
may be induced by strain of about 1%. Ref. [198] concluded that in the presence of strain the ballistic conductance of both
pn- and pnp-junctions may demonstrate non-monotonous dependence on doping and temperature.

Above we have already mentioned Refs. [198,199] investigating pnp-junctions. Another paper dedicated to this topic is
Ref. [79]. It developed a semiclassical formalism for the theoretical study of a ballistic AB bilayer pnp-junction. The bilayer
was assumed to be in the gapless regime (no transverse bias voltage). They showed that there is a set of ‘‘magic’’ incident
angles for which an electron passes the junction without reflection (for the single-layer graphene and rectangular barrier
these angles can be seen on the transmission plot of Fig. 12, for more general case see, e.g., Ref. [76]). This reflectionless
transmission is a manifestation of the Klein tunneling. The authors concluded that it would be difficult to lock a transistor
based on a gapless AB bilayer because of the perfect transmission at the ‘‘magic angles’’. Of course, one might try using a
gapped biased bilayer to circumvent this difficulty, but this route is not without a flaw either (see Section 8.3, where the
experiment on biased AB bilayer graphene is discussed). Yet another opportunity is a relatively new theoretical proposal,
Ref. [200]. The latter paper demonstrated that the tunneling across the barrier for any angle can be small provided that the
barrier shape is suitably chosen. Recently, the tunneling through a smooth barrier was examined in Ref. [201]. The latter
paper also discussed the effects of the trigonal warping on the tunneling.

A theoretical proposal to use an AB bilayer heterojunction as a detector of radiation in terahertz and infrared range was
presented by V. Ryzhii and M. Ryzhii in Ref. [202]. The setup is depicted in Fig. 24 and that heterojunction resembles a npn-
junction. However, unlike the latter, the electrochemical potential in the central area lies inside the gap. Therefore, it is not
a p-type doped semiconductor, but rather an insulator with a small gap. The ‘‘dark current’’ (the source–drain current in
the absence of any radiation) of the detector is small, since the charge carriers from the source must overcome the gap in
this insulating area to reach the drain. The radiation excites electron–hole pairs across the gap, and these pairs contribute
to the source–drain current. Observation of the photocurrent in excess of a dark current signifies the finite radiation flux.
The authors calculated different characteristics (spectral characteristics, dark current, responsivity, dark current limited
detectivity) of their detector. They concluded that at optimal parameters it can demonstrate better performance than the
detectors of other types. The experimental realization of a photodetector working in the terahertz range was reported by
D. Spirito et al. [203].

Experimental realizations of pn-junctions and related heterostructures have beendescribed inmanypapers. For example,
the properties of pn-junction were studied experimentally by B. Chakraborty et al. in Ref. [204]. The authors also offered a
simple theory explaining the observed IV curve. The formulated theory fits well the data. However, according to the paper,
the described device becomes pn-junction only under substantial source–drain voltage: it was assumed that the areal charge
density near the drain electrode changes its polarity due to spillage of the charge from the electrode itself. Clearly, such a
situation does not correspond to any of the discussed theoretical models.

Many workers are attempting to create a field-effect transistor, which may serve as a cornerstone of future potential
graphene-based electronics (for a general discussion on this issue one may consult Ref. [19]). For example, a series of
papers [205–207] studied this type of devices. A theoretical proposal for a tunnel field-effect transistor was put forward
in Ref. [208].

In Ref. [209] H. Miyazaki et al. investigated a setup consisting of several junctions connected in series. The purpose of
that study was to check if multiple junctions can suppress leakage current in the ‘‘off’’ state of the transistor. The junctions



A.V. Rozhkov et al. / Physics Reports 648 (2016) 1–104 41

Fig. 24. (Color online) Photodetector based on gapped AB bilayer graphene. In panel (a) Vd is the source–drain voltage, Vt (Vb) is the top-gate (back-
gate) voltage. The huge red arrow denotes the incoming radiation. Panel (b) describes the operation of the detector. The incoming radiation (red
arrows) excites electron–hole pairs. Under the action of the source–drain field the photoholes move mostly to the source, and the photoelectrons
move mostly to the drain. The motion in the opposite direction is also possible due to thermal fluctuations. The latter are responsible for ‘‘the dark
current’’. Reprinted figure with permission from V. Ryzhii, M. Ryzhii, Phys. Rev. B, 79, 245311 (2009). Copyright 2009 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.79.245311.

were created by a comb-like top gate. Depending on the voltage on the top and back gates, the system may be in one of
four regimes: pn-, np-, nn′-, and pp′-junction. The ambipolar regimes (pn and np) are indeed characterized by a lower
source–drain current.

Unfortunately, these setups do not yet demonstrate the characteristics required for successful commercial exploitation.
For example, the on/off ratio (the ratio of currents in ‘‘on’’ and ‘‘off’’ states) for the transistors devised in Ref. [206] is less
than 50, while for logic applications [19] this ratiomust be higher than 104. Of course, at lower temperature this ratio grows:
Ref. [210] described a device with the on/off ratio of several thousands at 20 K. However, such a restriction on the operation
temperature makes the device useless for mass market applications.

8. Electronic transport through an AB bilayer sample

Both theoretical and experimental research of the electric transport through AA bilayer graphene is non-existent. Current
experimental and theoretical efforts are focused on the electrical conductivity of AB bilayers. Consequently, in this section
we will only review the transport through AB bilayer samples.

The relevant papers may be roughly divided into three groups. The papers in the first group study the conductivity of
doped AB bilayer graphene. A doped sample has a well-defined Fermi surface. Despite some peculiarities, such a system
may be viewed as a metal, and its transport properties can be investigated accordingly. We review this topic in Section 8.1.

The second group involves work with the so-called minimum conductivity, that is, the conductivity of an undoped
sample. While the undoped bilayer with no disorder has no charge carriers, they can be induced (by random variations
of an external potential, or by impurities) and contribute to the transport. This and other mechanisms for the minimum
conductivity are discussed in Section 8.2.

The third group of papers is dedicated to transport in samples towhere the transverse bias is applied.While the reasoning
outlined in Section 3.3.2 implies that a system of this kind should demonstrate insulating behavior, transportmeasurements
paint a more complicated picture. Theoretical proposals explaining this discrepancy are reviewed below, in Section 8.3.

8.1. Transport through doped bilayer

One of the earliest theoretical papers studying the conductivity through AB-stacked bilayer graphene was Ref. [211] by
M. Koshino and T. Ando. There it was assumed that the band structure of the bilayer is described by only two bands closest to
the Dirac point energy. In addition to the parabolic dispersion terms, the trigonal warping was also included into the model.
Speaking technically, we can say that such a model corresponds to the low-energy sector of the Hamiltonian, Eq. (42).

http://dx.doi.org/10.1103/PhysRevB.79.245311
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Within formalism, the doping level x was controlled by a finite Fermi energy εF, measured from the Dirac point energy.
The authors estimated that for a typical experimentally-available sample, the doping is ∼1012 cm−2, or higher. Such
electron concentration corresponds to the Fermi energy εF ∼ 10ε0, where the energy scale ε0 ≈ 3.9 meV used in Ref. [211]
characterizes the trigonal warping. It can be related to the quantity εL, defined by Eq. (45), as the energy of the saddle points
of the dispersion surface: ε0 = 4εL. According to the estimates presented in the paper, when the Fermi energy εF ∼ 10ε0
the trigonal warping exerts significant modifications to the single-electron dispersion.

The only mechanism of current relaxation discussed in Ref. [211] is disorder scattering. Two types of disorder were
studied separately: long-range and short-range potential disorder. The difference between the two is the presence (absence)
of intervalley scattering for the short-range (long-range) scatterers. The disorder potential was assumed to be weaker than
the amplitude t0. The violation of this condition implies the necessity to use the full four-band model, instead of the two-
band description employed in the paper. To calculate the electric conductivity the authors resorted to the self-consistent
Born approximation. Within this framework the single-electron self-energy Σ(εF) can be found as a solution of the non-
linear integral equation.

If we want to evaluate a transport coefficient, in a typical situation the single-electron self-energy is not sufficient: one
needs to know vertex corrections as well. However, for the case of short-range scatterers, the vertex corrections vanish, and
the knowledge ofΣ(εF) is sufficient to derive σ . The conductivity calculated in such a manner depends on the Fermi energy
εF, which, in turn, is a function of doping x.

For general value of disorder, the self-energy may be found only numerically. Yet, for the case of weak short-range
disorder an analytic solution is available. Specifically, in the Σ(εF) → 0 limit, the following expression for the self-energy
was established in Ref. [211]:

Σ(εF + i0) = −
iπ
2
Wε0

ρ0(εF)

ρ∞

, where W =
niu2

2
ρ∞

ε0
. (108)

Here ρ0(εF) is the density of states at the Fermi energy εF for a pristine bilayer, the quantity ρ∞ is the ‘‘high-energy’’
asymptotic value of the density of states: ρ0(εF) ≈ ρ∞, if t0 ≫ εF ≫ ε0. The disorder is characterized by the product niu2,
where ni gives the concentration of scatterers, while u stands for typical strength of an individual scatterer. The parameter
W quantifies the strength of the disorder relative to the strength of the trigonal warping: forW > 1 the disorder scattering
smears the fine effects due to the warping.

Using the above expression for the self-energy, Ref. [211] derived for the conductivity:
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(109)

These results demonstrate that forweak short-range disorder the conductivity is non-universal, and depends on the disorder
strengthW .

The dependence onW disappears for strong disorder: in the regimeW > 1 we have

Σ(εF + i0) ≈ −iΓ , where Γ =
π

2
Wε0. (110)

The conductivity is equal to
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If εF < Γ the conductivity becomes

σ =
e2

π2h̄


2 +

1
W


. (112)

As disorder grows, this expression approaches the finite universal value: σ ≈ 2e2/(π2h̄) per spin projection.
In addition to these analytic estimates, the results for σ(εF)with numerically-calculated self-energywere also presented.

For weak disorder, the numerical data revealed that at very small εF the conductivity drops from large non-universal value
to the universal value of 6e2/(π2h̄) per spin projection.

For long-range disorder the vertex corrections are finite, and must be taken into account. However, the dependence
of the conductivity on the disorder strength and the Fermi energy are similar to the case of short-range disorder. It was
demonstrated [211] that at weak disorder the conductivity is inversely proportional to W . When the disorder is strong
(W > 1), the conductivity approaches the universal value 2e2/(π2h̄).

The theory predictions [211] were compared against transport data in Ref. [111]. The authors of Ref. [211] concluded
that in the doping range < 2 × 1012 cm−2, their theory was consistent with the experiment, provided that 1 . W . 2.
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Fig. 25. Measured AB bilayer graphene conductivity as a function of gate voltage vg for different temperatures [29]. The conductivity passes through a
minimum at non-zero value of the gate voltage. This minimum is believed to occur when the average doping level is zero. Away from the minimum, the
conductivity demonstrates almost ideal linear behavior as a function of the gate voltage. The temperature dependence of the conductivity is particularly
pronounced at the minimum, see Fig. 26. Reprinted figure with permission from S.V. Morozov et al., ‘‘Giant intrinsic carrier mobilities in graphene and its
bilayer’’, Phys. Rev. Lett., 100, 016602 (2008). Copyright 2008 by the American Physica Society. http://dx.doi.org/10.1103/PhysRevLett.100.016602.

For larger doping, the experimental resistivity decreased faster than anticipated by the theory. The authors of Ref. [211]
discussed briefly possible reasons of such deviations.

The study of Ref. [211] was later generalized in Refs. [212,213]. The formalism of the latter papers included all four bands
of the bilayer. Ref. [212] concluded that the two higher-energy bands contribute to the conductivity at large Fermi energy. At
the same time, these bands do not significantly affect transport at the charge-neutrality point, even if the disorder is large. In
Ref. [213] the effects of the trigonal warping were neglected. However, Ref. [213] discussed more general disorder models
(impurities with Gaussian potential and impurities with screened Coulomb potential). For the Gaussian-shape impurity
potential

v(r) =
v0

πd2
exp(−r2/d2),

it was found that σ is sensitive both to the strength v0 of the potential, and to its range d. At zero Fermi energy, the
conductivity becomes non-universal at larger d. The screened charged impurities also destroy the universality of the
conductivity.

The conductivity of a sample with short-range scatterers was numerically studied by M. Trushin et al. [214] using the
Kubo formula and kinetic equation formalism. This paper [214] generalized ideas, previously formulated for transport in
single-layer graphene [215,216].

J. Nilsson et al. [217] used the Kubo formula and the coherent-potential approximation to discuss the effects of short-
range impurity disorder on the single-electron and transport properties of the AB bilayer and multilayers. The coherent-
potential approximation is considered to be superior to the self-consistent Born approximation of Ref. [211]. The paper [217]
presented the dependence of the dc conductivity on doping for different impurity concentrations. The zero-doping value of
the conductivity was found to be universal.

The electric transport through a bilayer in the presence of screened charged impurities was studied theoretically by
S. Adam and S. Das Sarma in Ref. [218]. In the limit of higher carrier density the authors argued that the impurity potential is
strongly screened. Such an impurity can be treated as a short-range scatterer with a doping-independent effective potential.
The influence of these impurities on the charge transport was accounted with the help of the Boltzmann equation. For
not-too-small doping x, the calculated conductivity demonstrates a linear dependence on x. As the doping x grows, weak
deviation from this linear behavior becomes observable.

If the doping xdrops belowa certain disorder-dependent value, a crossover to a different regime occurs: at low xdisorder-
induced electron and hole puddles appear. Such ‘charge puddles’ are thought to be unipolarly charged areas, which may
appear within a sample, whose average doping x is small or zero. In this limit the conductivity saturates near a finite non-
universal value and shows only very weak dependence on x. The transport in the presence of puddles will be discussed in
more detail in Section 8.2.

Itwas concluded in Ref. [218] that the developed formalism is consistentwith the experimental data (see Fig. 25). Namely,
the authors stressed that they explained both the saturation of the conductivity at low carrier density, and obtained a
σ(x) ∝ x behavior at higher doping levels.

http://dx.doi.org/10.1103/PhysRevLett.100.016602
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Fig. 26. (Color online) Experimental data for the minimum conductivity: The blue and red curves demonstrate the measured minimum conductivity of
two suspended AB bilayer samples as a function of temperature. The inset shows fine details of the low-temperature data. The conductivity of the bilayer
remains finite even for very low temperature. Reprinted by permission from Macmillan Publishers Ltd: Nature Physics, 5, 889 (2009), copyright 2009.
http://www.nature.com/nphys/index.html.

The analysis of Ref. [218] was re-examined in Ref. [219]. It was claimed that Ref. [218], ‘‘considering only screened
Coulomb disorder, included drastic approximations (e.g. complete screening) which are both unreliable and uncontrolled’’.
The authors of Ref. [219] argued that not only the screened Coulomb disorder, but also short-range disorder must be
accounted to describe experiments [29,220]. It was determined that in awide range of dopings the conductivity dependence
on x is approximately linear, and the temperature dependence of σ is very weak for higher x. Both features are consistent
with the experimental data. The conductivity at x = 0 was also analyzed.

Another theoretical study of the Coulomb disorder was presented by M. Lv and S. Wan in Ref. [221]. This paper
investigated the screening of a charged impurity in a doped bilayer sample. The obtained results were used to calculate
the conductivity as a function of temperature.

Consequences of a different type of disorder were explored in Ref. [222]. The authors noted that, for single-layer
graphene, experimental studies [223–225] suggested that radicals adsorbed on a sample become an important source of
scattering. According to Ref. [222], the same scattering mechanism is relevant in bilayer samples at large doping levels.
The paper developed a theoretical framework to describe such a disorder, and discussed in detail several subtleties of the
formalism. The authors concluded that the proposed mechanism alone is sufficient to explain the linear relation between
the conductivity of a bilayer and the sample’s doping level observed in experiments [29] for large doping.

The scattering by the adsorbed atoms, together with other types of disorder (short-range and long-range impurities,
vacancies, and others), were considered in Ref. [226]. The authors employed a numerical technique called time-evolution
method [227]. They claimed that the latter method allows ‘‘to carry out calculations for very large systems, up to hundreds
of millions of sites, with a computational effort that increases only linearly with the system size’’. The paper numerically
calculated the conductivity σ as a function of the doping level x. Depending on the type and strength of the disorder, the
function σ(x) demonstrated linear or sublinear behavior.

In Ref. [228] the carrier mobility was measured as a function of both temperature and carrier concentration. The
experimental data for themobility was analyzed with the help of the scattering time approximation. The authors concluded
that for a bilayer on a substrate ‘‘the mobility is dominated by Coulomb scattering’’.

F. Kisslinger et al. [229] observed a linear behavior in themagnetoresistance of epitaxial ABbilayer graphene in amagnetic
field up to 62 T at and above room temperature. The authors argued that such a behavior can be attributed to dislocations
in epitaxial AB bilayer, ‘‘a system that is frequently assumed to be dislocation-free’’.

8.2. Minimum conductivity of a bilayer

As can be seen from Figs. 25 and 26, even at zero doping, the experimentally-measured conductivity of an AB bilayer
sample is small, but finite even at very low temperatures. Apparently, in such a regime, the sample is able to conduct current,
although, formally speaking, at zero doping and temperature the system has no charge carriers (single-layer graphene also
demonstrates a finite minimum conductivity [24]). This property was investigated theoretically using several approaches,
defined by nonequivalent sets of assumptions and technical tools. Some of these methods have already been mentioned
in Section 8.1. Others will be reviewed below. However, choosing a most suitable technique for a particular experimental
situation, one has to be aware of certain theoretical subtleties, important for both monolayer, and AB bilayer graphene at
low doping. Specifically, Refs. [215,216] developed a kinetic-equation approach to disordered single-layer graphene. It was
demonstrated that the use of a simple Boltzmann equation might be unjustified. Instead, a more general kinetic equation
accounting for the ‘‘chiral’’ nature of the single-electron states near theDirac pointsmust be employed. The ideas put forward
in these papers were extended for a bilayer by M. Trushin et al. in Ref. [214]. The function σ(x) approaches finite minimum
of the order of e2/(π h̄), when x → 0 [214].

http://www.nature.com/nphys/index.html
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Further, if a sample with low or zero average doping is placed on a substrate, charged impurities in the substrate affect
the system in a highly non-perturbative manner. The smooth random variation of the electrostatic potential due to these
impurities could induce so-called ‘‘charge puddles’’ in the sample. The puddles are defined in Section 8.1 as areas with finite
unipolar charge density, generated by Coulomb disorder in the substrate. Puddles of both polarities coexist within a single
sample. For monolayer graphene, the puddles were discussed theoretically [230] and observed experimentally [231]. It is
only natural to also apply this concept to the bilayer. For example, above we already discussed Ref. [218] by S. Adam and
S. Das Sarma, which invoked this notion in connection with the transport through the bilayer. Using these ideas, W. Zhu
et al. [228] offered a semi-phenomenological fitting expression to describe the behavior of the minimum conductivity. A
more rigorous approach was adopted in Ref. [232] by S. Adam and M.D. Stiles, where an effective medium theory was used
to investigate the conductivity of a sample with a disordered ensemble of puddles (this approximation was also employed
in Refs. [219,233]).

The effective medium theory is a fairly old method designed to study macroscopic properties of a composite material.
According to a version of the effective medium theory used in Ref. [232], the effective conductivity of a macroscopic sample
σEMT must satisfy the following equationσ(x̃)− σEMT

σ(x̃)+ σEMT


= 0. (113)

Here σ(x̃) is the local conductivity of a small patch of the sample with local doping x̃. Patches with different x̃ are
randomly distributed over the sample. To account for such a disorder we should view the local doping as a random variable
characterized by some distribution function P[x̃]. The triangular brackets in Eq. (113) denote averaging over P[x̃]. Overall,
Eq. (113) defines σEMT as an implicit functional of P and the bilayer graphene dispersion. Extracting σEMT from Eq. (113),
S. Adam and M.D. Stiles [232] found that the conductivity σEMT possesses interesting universal properties, which we now
briefly review.

To discuss universality we need to introduce some notation. Obviously, ⟨x̃⟩ = x, whichmay be treated as a mathematical
definition of the averaged doping level x. In addition, it is convenient to define the root-mean-square deviation xrms

x2rms = ⟨x̃2⟩ − x2. (114)

In the ensemble of puddles, the quantity xrms characterizes fluctuations of the local doping x̃ around its average value x.
Disorder introduces additional characteristic scales into our system.We can define the dimensionless doping x̄, temperature
T̄ , and conductivity σ̃EMT according to the equations

x̄ =
x

xrms
, (115)

T̄ =
T

εF(x = xrms)
, (116)

σ̄EMT =
σEMT

exrmsµc
. (117)

In these formulas εF(x = xrms) is the doping-dependent Fermi energy of a clean sample with x = xrms, and the charge
mobility isµc . If xrms is sufficiently large, we need an additional dimensionless parameter to characterize the deviation of the
single-electron dispersion from a simple parabola. Assuming that the distribution function P[x̃] is completely characterized
by x and xrms (for example, in Ref. [232] the distribution P was taken to be a Gaussian), the authors demonstrated that σ̄EMT
is a universal function of x̄ and T̄ .

Once this universal function is determined, numerically or analytically, the theoretical predictions can be compared
against experimental data. As a crude approximation, one can ignore the dependence of themobility on temperature. Under
such a premise one can use experimental low-temperature values for µc . In principle, the quantity xrms could be measured
experimentally. However, due to lack of the required data, xrms was treated in Ref. [232] as a fitting parameter. With these
approximations, the experimental conductivity reported in Refs. [27,29,228], when plotted on a (T̄ , σ̄EMT) plane, collapsed
on a single universal curve, see Fig. 27. The authors of Ref. [232] commented that ‘‘in the appropriate limits’’ their results
agree with the findings of Refs. [217,228].

A different mechanism for the minimum conductivity was discussed in Refs. [234–237]. These papers evaluated the
conductivity of bilayer samples in the ballistic regime. Assuming that the sample’s length is smaller than its width, the
conductivity of e2/(4π h̄) per valley per spin projection was derived by M.I. Katsnelson [234]. In such a regime, the charge
is transported by evanescent modes to which the Landauer–Büttiker formalism was applied.

Similar Landauer–Büttiker study was reported by I. Snyman and C.W.J. Beenakker in Ref. [236], where the conductivity
of a disorder-free bilayer sample was evaluated as a function of the Fermi energy εF. The conductivity demonstrated a non-
monotonous dependence on the Fermi energy. At the charge neutrality point, εF = 0, the conductivity value σ = 4e2/(π2h̄)
of Ref. [236] deviated from the minimum conductivity e2/(π h̄) of Ref. [234]. The analysis of Ref. [236] suggested that the
discrepancy was due to nonidentical assumptions about the metallic electrodes, which supply current to the sample. The
authors of Ref. [236] commented that their value for the εF = 0 conductivity agreed with the result of Ref. [235], where the
Kubo formula was used.
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Fig. 27. Scaling property of the minimum conductivity of the AB bilayer graphene, as described by the effective medium theory by S. Adam and
M.D. Stiles [232]. Points are experimental data, lines are calculations for different band dispersions specified in the picture [linear dispersion ε(k) ∝ k,
parabolic ε(k) ∝ k2 , and hyperbolic ε(k) ∝ 1/(k+k0)]. The rawminimum conductivity data from different papers [27,29,228] are shown in the inset. After
the scaling procedure developed in Ref. [232] the experimental points collapse on a single theoretical (red solid) curve. Reprinted figure with permission
from S. Adam, M.D. Stiles, ‘‘Temperature dependence of the diffusive conductivity of bilayer graphene’’, Phys. Rev. B, 82, 075423 (2010). Copyright 2010 by
the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.82.075423.

Unlike Refs. [234–236], which all neglected the trigonal warping, J. Cserti et al. [237] accounted for such a complication.
The trigonal warping drastically changes the minimum conductivity: σ = 12e2/(π2h̄).

Recently, P. San-Jose et al. [238] presented a comprehensive experimental study of the minimal conductivity in AB
bilayers. Authors argued that the non-zerominimal conductivity in AB bilayers can be explained by scattering on boundaries
between domains with different stacking order (AB and BA). They also presented experimental evidence, reinforcing their
interpretation, of reversible switching between a metallic and an insulating regime in suspended bilayers when subjected
to thermal cycling or high current annealing.

8.3. Transport through an AB bilayer in a transverse electric field

As we explained in Section 3.3.1, in a transverse electric field, the bilayer becomes an insulator with a field-dependent
gap in the single-electron spectrum. Clearly, if the temperature is small, the presence of this gap suppresses charge transport.
In an ideal undoped sample with gap∆, one expects that when T < ∆ the conductivity would demonstrate the activation
behavior

− ln σ(T ) ∝ ∆/T . (118)

However, experimental data does not support such a simple picture. For example, Ref. [30] reported that at zero doping the
measured resistivity R(T ) as a function of temperature is best fitted by the law

ln R(T ) ∼ (T0/T )1/3, (119)

where the characteristic temperature scale T0 ∼ 0.5–0.8 K. This behavior is observed for T < 5 K and strong transverse
fields. The exponent of 1/3 in Eq. (119) is consistent with variable-range hopping transport via in-gap impurity states in
two dimensions. The emergence of such states in a bilayer sample with the gap was discussed theoretically in Ref. [239].

The authors of Ref. [240] used a more complicated fitting expression

1
R(T )

=
1

R1 exp(E1/T )
+

1
R2 exp(E2/T )

+
1

R3 exp[(T3/T )1/3]
(120)

to describe their experimental data. HereR1,2,3 are the fitting parameterswith dimension of resistivity,while E1,2 and T3 have
the dimension of energy. This formula aims to describe three transport channels: variable-range hopping and two activation
channels. One of the activation channels corresponds to the transport via the carriers excited thermally above the transport
gap E1. Ref. [240] reported that E1 > ∆/2 for small ∆. When the gap ∆ grows, however, E1 ∼ ∆/2. The second activation
channel is ‘‘associated with the hopping conduction between nearest neighboring impurity states’’. It is characterized by E2
and R2, and dominates the transport in the interval between 50 and 5K. Below5K, the variable-range hopping (characterized
by T3 and R3) is the strongest contribution to the conductivity.

Another experimental study, Ref. [241], investigated transport in the regime of large electric fields. The strong electric
field induces a large single-electron gap; thus, the activation behavior becomes more pronounced. The authors estimated
that the field in their setup was three times stronger than the field reported in Ref. [30]. The resistivity data obtained in

http://dx.doi.org/10.1103/PhysRevB.82.075423
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Ref. [241] was fitted by a formula similar to Eq. (120). However, the activation energy extracted from the transport data
was two orders of magnitude smaller than the single-electron gap, whose value was obtained by infrared spectroscopy. The
authors used an impurity band model to qualitatively explain the data.

To address these obvious deviations from the simple Eq. (118), various theorists discussed several mechanisms. In
Ref. [242] the interplay between the smoothly-varying disorder potential and the gap was studied. If the disorder is strong
then charge puddles may appear. The authors [242] identified several transport regimes for the proposed model. Among
them, they particularly focused on a case of strong disorder in which the variation of the disorder potential is larger than
the local value of the gap. In such a situation, most of the sample surface is covered by puddles, with narrow charge-free
insulating strips separating puddles of opposite polarities. Neither electron nor hole puddles form percolating clusters. Thus,
the gapped bilayer ‘‘is expected to behave like a bad metal in which transport is dominated by hopping processes between
electron and hole puddles that cover most of the sample’’. It was hypothesized that this theoretical picture is relevant for
the experimental situation of Refs. [30,240,241].

Ref. [243] investigated theoretically the conductivity of the gapped bilayer in the presence of short-range disorder. The
paper concluded that, due to a certain interband coherence effect, specific to the AB bilayer, the short-range disorder
generates a finite conductivity even at T = 0. As a function of temperature, the conductivity may demonstrate a non-
monotonous behavior. Related ideas were reviewed in Section 8.2, in our discussion of Ref. [214].

It was demonstrated experimentally [194] that the AB bilayer samplemay possesses certain topological stacking defects.
These defects were already mentioned in Section 7.3: they may host subgap topological modes [193]. These modes give
additional contributions to the conductivity at low temperatures. Similar modes bound to the sample edges [196] also affect
the low-T conductivity.

The phase diagram summarizing the stacking-dependent gap openings of biased bilayer graphene was obtained by
C. Park et al. [244] using density functional theory and perturbation analysis. The authors also identified high-densitymidgap
states, localized on grain boundaries, even under a strong field, which can considerably reduce the overall transport gap.

Thus, it appears that both theory and experiment agree that for a non-ideal bilayer sample there are several mechanisms
contributing to the low-temperature transport violating Eq. (118). This indicates that creating field-effect transistors based
on AB bilayers may be a challenging task: in a gaped ‘‘off’’ state of the transistor, unless we have a very clean sample, there
are various transport pathways, which allow the flow of the unwanted leak currents.

In recent paper [245], transport measurements were reported in low-doped biased AB bilayer graphene in a
perpendicular magnetic field and at low temperatures. Near charge neutrality point the resistivity was found to increase
exponentially with decreasing temperature from 10 to 1.4 K at B = 14 T, ‘‘indicating an emergence of transport energy gap
induced by magnetic field’’.

9. Dynamic conductivity and optical spectra

The dynamic (or optical) conductivity of single-layer graphene has been extensively studied theoretically [246–250], and
experiments have largely verified the expected behavior [251–254]. The dynamic conductivity of graphene could elucidate
features that would demonstrate unique properties of this system and allow for the identification of characteristic energy
scales associated with the band structure. Moreover, as the optical properties of graphene are of considerable importance
for technological applications, all variants of graphene are also of potential interest and should be examined.

9.1. Dynamic conductivity in AA-stacked bilayer graphene

Let us analyze theoretically the dynamic conductivity of the AA and AB bilayers within the framework of the Kubo
formalism for the current–current response function and the Green’s function approach [90]. To derive an expression for
the dynamic conductivity it is useful to determine the Green’s function Ĝ(z) from Ĝ−1(z) = zÎ − Ĥ , where Î is the unit
matrix and Ĥ is the system’s Hamiltonian. Following Ref. [255] by C.J. Tabert and E.J. Nicol, we choose our Hamiltonian in its
simplest form, given by Eq. (20). ThisHamiltonian accounts for nearest-neighbor hopping only, andneglects the possibility of
symmetry-breaking and energy gap generation (symmetry breaking and related issues in AA-stacked system are discussed
below, in Section 10.1). Keeping these assumptions in mind, one can write [255]

Ĝ−1(z, k) =

 z −t0 tf (k) 0
−t0 z 0 tf (k)

tf ∗(k) 0 z −t0
0 tf ∗(k) −t0 z

 , (121)

where z = iωn, with ωn = πT (2n + 1) being the nth (n = 0,±1,±2, . . .) fermionic Matsubara frequency. The finite
frequency conductivity is calculated through the standard procedure based on the Kubo formula [90].Within this formalism,
the conductivity is expressed in terms of the retarded current–current correlation function. The real part of the conductivity
can be written as [255,256]

σαβ(ω) =
Nf e2

2ω


+∞

−∞

dε
2π

[f (ε − µ)− f (ε + h̄ω − µ)]

VBZ

d2k
(2π)2

Tr

v̂α Â(ε + ω, k)v̂β Â(ε, k)


, (122)
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where, Nf = 4 is a degeneracy factor, α and β represent the spatial coordinates x, y, z (the axis Oz is perpendicular to the
graphene plane), f (ε) = 1/[exp(ε/T ) + 1] is the Fermi function, µ is the chemical potential, and the velocity operator is
defined as h̄v̂α = ∂Ĥk/∂kα . The spectral function Â(ε, k) is related to the Green’s function according to the usual spectral
representation

Ĝ(z, k) =


+∞

−∞

dε
2π

Â(ε, k)
z − ε

. (123)

If T = 0, straightforward calculations in the continuum approximation around theK point of the graphene Brillouin zone
(|v(k)|2 = v2F ) give the longitudinal σxx and transverse σzz conductivities [256]

σxx(ω) =
8e2v2F
ω

 µ

µ−h̄ω

dε
2π


VBZ

d2k
(2π)2


A11(ε + h̄ω)A11(ε)+ A12(ε + h̄ω)A12(ε)


, (124)

σzz(ω) =
8e2v2F
ω

 µ

µ−h̄ω

dε
2π


VBZ

d2k
(2π)2


A11(ε + h̄ω)A11(ε)+ A∗

13(ε + h̄ω)A13(ε)

− A12(ε + h̄ω)A12(ε)− A∗

14(ε + h̄ω)A14(ε)

. (125)

The components of the spectral function are equal to

A11 =
π

2


δ(ε + ε

(3)
0k )+ δ(ε − ε

(3)
0k )+ δ(ε + ε

(4)
0k )+ δ(ε − ε

(4)
0k )

,

A12 =
π

2


δ(ε + ε

(3)
0k )− δ(ε − ε

(3)
0k )− δ(ε + ε

(4)
0k )+ δ(ε − ε

(4)
0k )

,

A13 =
π f (k)
2|f (k)|


δ(ε − ε

(3)
0k )− δ(ε + ε

(3)
0k )− δ(ε + ε

(4)
0k )+ δ(ε − ε

(4)
0k )

,

A14 =
π f (k)
2|f (k)|


δ(ε + ε

(4)
0k )+ δ(ε − ε

(4)
0k )− δ(ε + ε

(3)
0k )− δ(ε − ε

(3)
0k )

, (126)

where the energy bands ε(3,4)0k are defined by Eqs. (21).
Following Ref. [256] we can perform integration in Eqs. (124) and obtain analytical formulas for the real parts of the

dynamic conductivities

σxx =
e2

4h̄


8δ(h̄ω)max(µ, t0)+ θ(h̄ω − 2|µ− t0|)+ θ(h̄ω − 2|µ+ t0|)


,

σzz =
e2t0c20
h̄3 v2F

δ(h̄ω − 2t0)

(t0 − µ)2θ(t0 − µ)+ 2t0µ


, (127)

where θ(x) is the Heaviside step-function. To obtain the conductivity of single layer graphene we shall put t0 = 0 and take a
half of the obtained value of σxx. The curve σxx(ω) for the AA-stacked bilayer graphene has a zero frequency Drude peak for
any doping and two steps at ω = |µ ± t0|/h̄, due to the existence of two conductivity bands. In contrast, the conductivity
σxx(ω) for the single-layer graphene is a smooth function of ω in the case of zero doping, µ = 0. The Drude peak and a
step at ω = |µ|/h̄ in single-layer graphene arise only if µ ≠ 0 and the DOS at the Fermi level becomes non-zero. The
Kramers–Kronig relations allow one to calculate the imaginary parts of the conductivities [256]. The bias voltage V acts to
renormalize the interlayer hopping parameter t0: for finite voltage it becomes

t ′0 =


t20 + (eV )2/4.

Thus, the bias voltage does not introduce new features into the conductivity [256]. Note that the results reviewed here need
further generalization, because they are valid only if T = 0, and the possible existence of a gap in a single-particle spectrum
due to spontaneous symmetry breaking (see Section 10.1) is disregarded.
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9.2. Dynamic conductivity in AB-stacked bilayer graphene

We start our discussion of the dynamic (or optical) conductivity of AB bilayer graphene using a theoretical approach
similar to the one employed in the previous subsection for AA system. As the simplest approximation, we neglect trigonal
warping (hopping amplitude t3) and electron–hole asymmetry (hopping amplitude t4) as it was done in Refs. [255,257–260].
This model successfully explains the major features of frequency-dependence of the conductivity as well as its dependence
on the gate voltage V . In this approximation, the conduction and valence bands are symmetric. In the absence of an
electrostatic potential difference between the layers, the two conduction (valence) bands have the same shape and are
shifted by t0. Except for the range of very smallmomenta k, where the trigonal warping is of importance, their shape remains
nearly identical even in the presence of a finite V . As a result, there is a high optical density of states for transitions between
the two pairs of bands at frequencyωm = t0/h̄, which gives rise to a sharp peak in the real part of the conductivity atω = ωm.
Taking for estimate t0 = 0.40 eV, we obtain thatωm = 3200 cm−1 or 96 THz. Other transitions give more gradually-varying
contributions to Re σ , eventually leading to asymptotic ‘‘universal’’ value at high frequency equal to e2/(2h̄), which is twice
the value for the monolayer graphene. Finally, in real graphene systems the conductivity features are never sharp because
of finite lifetime due to, e.g., disorder scattering. This broadens the peaks and can also merge together several features that
are close in energy.

We use the tight-binding Hamiltonian given by the sum of Hamiltonians in Eqs. (30) and (33) to account for the effect of
the gate voltage, which opens the gap in the spectrum of the AB bilayer. The equation for the corresponding Green’s function
can be expressed in the following form [255]

Ĝ−1(z) =

z + eV/2 0 tf (k) 0
0 z − eV/2 −t0 tf (k)

tf ∗(k) −t0 z + eV/2 0
0 tf ∗(k) 0 z − eV/2

 . (128)

Applying Eqs. (122) and (123) in the continuum approximation around the Dirac K point, we derive the formula for the
longitudinal conductivity [255]

σxx =
2e2v2F
ω


∞

−∞

dε
2π


VBZ

d2k
(2π)2


A11(ε, V )A33(ε + h̄ω, V )+ A33(ε, V )A11(ε + h̄ω, V )

+ A11(ε,−V )A33(ε + h̄ω,−V )+ A33(ε,−V )A11(ε + h̄ω,−V )

+ 2

A12(ε, V )A∗

12(ε + h̄ω,−V )+ A∗

12(ε,−V )A12(ε + h̄ω, V )

. (129)

If we take the limit of this expression for t0 = V = µ = 0, we find a constant equal to 2e2/(4h̄), which is twice the value of
the single-layer graphene conductivity. The spectral functions Aij can be written explicitly [255]. However, these formulas
are too cumbersome, and we do not present them here.

The analytical expression for σ(ω) can be derived if the temperature is zero and the sample is unbiased (T = 0,
V = 0) [17,255]

σxx =
e2

8h̄


h̄ω + 2t0
h̄ω + t0

+
h̄ω − 2t0
h̄ω − t0

θ(h̄ω − 2t0)

θ(h̄ω − 2µ)

+
t20

h̄2 ω2


θ(h̄ω − 2µ− t0)+ θ(h̄ω − 2µ+ t0)


θ(h̄ω − t0)+ a(µ)δ(h̄ω)+ b(µ)δ(h̄ω − t0)


, (130)

where the functions a(µ) and b(µ) are defined according to the equations

a(µ) =
4µ(µ+ t0)
2µ+ t0

+
4µ(µ− t0)
2µ− t0

θ(µ− t0), b(µ) =
t0
2


ln

2µ+ t0
t0

− ln
2µ− t0

t0


θ(µ− t0).

In the general case, the function σ(ω) can be calculated numerically. Note also that we derive here only the real part of the
conductivity; the imaginary part can be calculated using a similar approach [48,101].

A calculated dependence of the real and imaginary parts of the conductivity of AB bilayer graphene [48] is shown in
Fig. 28. The calculations were performed with a phenomenological broadening constant Γ (i.e., to mimic the effects of the
impurity scattering, the delta-function δ(x) is replaced by (Γ /π)/(x2 + Γ 2) [48,255]). The real part of the conductivity
Re σ(ω) has a Drude peak at ω = 0, a characteristic high peak at ω = ωm, and several steps and peaks correspond to the
interband optical transitions shown in Fig. 28(a).

Recently, a theoretical study of infrared absorption of graphene samples, both single-layer and bilayer, on hexagonal
boron nitride substrate was published by D.S.L. Abergel and M. Mucha-Kruczyński [261].

An experimental study of the infrared conductivity, transmission, and reflection of AB gated bilayer graphene has been
performed by L.M. Zhang et al. in Ref. [48]. In addition, this paper presented theoretical calculations of the real and imaginary
parts of the dynamic conductivity. The authors took into account both t3, and t4 hopping amplitudes. Such an approach
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Fig. 28. (Color online) The calculated dynamic conductivity of AB bilayer graphene as a function of the frequency [48]. (a) Examples of the allowed optical
transitions for the chemical potential indicated by the dashed line. Occupied states are shown by the thicker lines. The dots and the arrowsmark the initial
and the final states, respectively, of the transitions that produce features at frequencies Ej , j = 1, 2, . . . , 6 in panel (b). (b) Real and (c) imaginary parts
of the conductivity in units of σ0 = e2/h̄ for the gate voltage V = −100 V. The solid curves are for broadening Γ = 0.02t0 . The dashed curve is for
Γ = 0.002t0 . Reprinted figure with permission from L.M. Zhang et al., Phys. Rev. B, 78, 235408 (2008). Copyright 2008 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.78.235408.
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Fig. 29. (Color online) The dynamic conductivity of AB bilayer graphene as a function of the frequency [48]. Panels (a) and (b) present theoretical, and
(c) experimental results for the conductivity Re σ(ω). The deviation V of the gate voltage from the charge-neutrality point is indicated next to each curve.
For clarity, the curves are offset vertically by 0.5σ0 from one another, where σ0 = e2/h̄. For the plots in panel (b) the parameters are chosen as follows
t = 3 eV, t0 = 0.4 eV, t3 = 0.3 eV, and t4 = 0.15 eV. In panel (a) the parameters are the same, except that t3 = 0. The dashed curves superimposed on the
V = +50 V (−50 V) traces in (a) and (b) are the arithmetic means of all the positive (negative) V curves. Reprinted figure with permission from L.M. Zhang
et al., Phys. Rev. B, 78, 235408 (2008). Copyright 2008 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.78.235408.

allowed not only amore complete interpretation of the experimental observations, but also to derive from the experimental
data the values of t0 = 0.4 eV and t4 = 0.15 eV, and obtain the estimates t ∼ 3 eV and t3 ∼ 0.3 eV. For illustration, the
results of calculations and measurements of the real part of the dynamic conductivity taken from Ref. [48] are shown in
Fig. 29. The correspondence of the measurements and calculations is satisfactory. As it is seen from the comparison of the
data in Fig. 29(a) and (b), the effect of the trigonal warping (that is, t3) on the conductivity is practically negligible.

http://dx.doi.org/10.1103/PhysRevB.78.235408
http://dx.doi.org/10.1103/PhysRevB.78.235408


A.V. Rozhkov et al. / Physics Reports 648 (2016) 1–104 51

Table 2
Coulomb potentials in graphene. Parameters U0 , U01 , and U02 are the on-site, nearest-neighbor, and next-nearest-neighbor in-plane Coulomb repulsions,
respectively. Here cRPA stands for the constrained random phase approximation.

Reference U0 [eV] U01 [eV] U02 [eV] Method

[264] 9.3 5.5 4.1 cRPA

10. Broken symmetry phases

The electron–electron coupling in carbon systems can be rather large. However, the single-electron approximation is a
good theoretical approach for solving many problems in the case of single-layer graphene. Indeed, the most striking effect
of the strong Coulomb repulsion between charge carriers is the opening of the insulating gap in the electronic spectrum. The
DOS at the Fermi level in undoped single-layer graphene is zero (see Fig. 3). Thus, the insulating gap should arise in such a
system only if the electron–electron coupling is larger than some threshold value [262,263]. It is commonly accepted that
for single-layer graphene this coupling is close to, but lower than the critical value. In undoped bilayer graphene, the DOS is
non-zero at the Fermi level. Thus, the correlation effects are muchmore pronounced. Moreover, the hole and electron Fermi
surfaces (Fermi arcs) of undoped AA bilayer graphene are perfectly nested (see Fig. 6). The latter feature means that at zero
temperature a symmetry breaks and the gap opens at an arbitrary weak electron–electron repulsion.

For graphene systems, a specific difficulty arises when we wish to take into account the electron–electron coupling.
These materials are two-dimensional and the electrons interact through three-dimensional electric fields. As a result, the
long range part of the Coulombpotential is not strongly screened in graphene, as it usually occurs in 3Dmaterials. The second
problem is the strong effect of the substrate on the electron coupling, especially on the long-range part of this coupling.

To avoid serious mathematical difficulties associated with the description of the long-range Coulomb interaction, the
majority of researchers consider either only on-site Coulomb repulsion U0, or work in the continuum-media (or long-wave)
limit. The latter approach is the most convenient when the effect of the substrate is of importance. However, the nearest-
neighbor in-plane repulsion U01, or inter-plane U11 terms are smaller, but comparable to U0. Thus, to obtain realistic results
one has to take these terms in consideration either directly, or by an appropriate renormalization of U0. Note also that the
continuum-media approach is valid only to study the low-lying electronic states, and could be inappropriate in the case of
high doping or for the calculation of thermodynamic properties.

The values of the Coulomb potentials are usually calculated [264] using some ab initio methods or estimated from the
comparison of the theoretical results with the experimental findings. In Table 2 we present data on the Coulomb potentials
in graphene taken from Ref. [264]. In this table U02 is the in-plane next-nearest-neighbors repulsion potential, other U ’s are
defined in the text above.

10.1. Low-temperature broken symmetry phases of AA bilayer graphene

In the AA-stacked bilayer graphene the effect of the electron–electron correlations is themost pronounced. The presence
of two bands with identical Fermi surfaces makes the AA-stacked bilayer graphene unstable with respect to spontaneous
symmetry breaking. This instability can open a gap in the electronic spectrum to decrease the free energy of the system for
arbitrary small interaction. Since there is no experimental data on the electronic properties of the AA graphene bilayer, we
below review only theoretical results.

10.1.1. Electron correlations: symmetry analysis
The specific symmetries of the Hamiltonian can be used to narrow the choices of the possible symmetry breakings and

order parameters. Such an analysis has been performed at the mean-field level by A.L. Rakhmanov et al. in Ref. [36]. In the
mean-field approximation, the interaction operator

Ĥint ∝


ψĎ
αψβψ

Ď
γψδ

is replaced by a single-particle operator

ĤMF
int ∝


⟨ψĎ

αψβ⟩ψ
Ď
γψδ ,

where the average ⟨ψĎ
αψβ⟩ represents different types of possible order parameters. To be at least metastable, the order

parameter must open a gap at the Fermi level. The authors of Ref. [36] started from a tight-binding Hamiltonian similar to
Eq. (23) (with t ′ = 0), but written in the basis

Ψkσ = (ak1σ , ak2σ , e−iϕkbk1σ , e−iϕkbk2σ )T ,
where ϕk = arg f (k). In this basis, the matrix Hamiltonian (23) becomes real and equals

Ĥk =

 0 t0 −tζk tgζk
t0 0 tgζk −tζk

−tζk tgζk 0 t0
tgζk −tζk t0 t0

 , (131)
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where ζk = |f (k)|. The Hamiltonian is invariant under the transpositions of both the layers and the sublattices. The authors
showed that, to open a gap at the Fermi level for arbitrary small interaction, it is necessary to break both of these symmetries.
The general expression for the mean-field interaction Hamiltonian ĤMF

int , which breaks both symmetries and induces a gap
at the Fermi level, is

ĤMF
int =


kσ
ψ

Ď
kσ δĤkσψkσ , δĤkσ =


∆zz

kσ −i∆yz
kσ −i∆zy

kσ −∆
yy
kσ

i∆yz
kσ −∆zz

kσ ∆
yy
kσ i∆zy

kσ
i∆zy

kσ ∆
yy
kσ −∆zz

kσ i∆yz
kσ

−∆
yy
kσ −i∆zy

kσ −i∆yz
kσ ∆zz

kσ

 , (132)

where the real-valued functions∆yy
kσ ,∆

zz
kσ ,∆

yz
kσ , and∆

zy
kσ , are different components of themulti-component order parameter.

To calculate the renormalized spectra near the Fermi level, one should diagonalize the matrix Ĥkσ = Ĥk + δĤkσ . This
gives

E(2,3)kσ =
ε
(2)
k + ε

(3)
k

2
∓

ε(2)k − ε
(3)
k

2

2

+ |∆kσ |
2, (133)

where ε(2,3)k are given by Eq. (25) (these two bands cross the Fermi level when interactions are neglected), and

∆kσ = ∆zz
kσ +∆

yy
kσ + i


∆

zy
kσ +∆

yz
kσ

. (134)

The gap between renormalized bands is equal to

∆0 = 2mink |∆kσ | .

The order parameters in Eq. (134) are found by minimization of the grand potential. Which type of order corresponds
to the ground state depends on the features of the interaction Hamiltonian. The parameter ∆zz

kσ can be related to the so
called G-type antiferromagnetic (AFM) order (all nearest neighboring spins in the lattice are antiparallel to each other). It
is controlled by the on-site Coulomb repulsion energy. The order parameter∆yy

kσ can be attributed to the instability toward
the homogeneous shift of one graphene layer with respect to another one. To consider this type of order one has to take into
account the electron–phonon interaction. The order parameters ∆zy

kσ and ∆yz
kσ can be viewed as excitons, which produce

circular currents flowing inside and between the layers, respectively. These parameters are controlled by the in-plane and
out-of-plane nearest neighbor Coulomb repulsion energies. All these types of order compete against each other. The ground
state of the system corresponds to antiferromagnetism, when the on-site Coulomb repulsion energy U0 is the strongest
interaction constant.

10.1.2. Electron correlations and antiferromagnetic order
The AFM order in AA-stacked bilayer graphene was considered first in Ref. [36], and then studied in detail in Refs.

[73,265]. The authors used a Hubbard-like model, where the single-particle part of the Hamiltonian is given by Eq. (20),
while the Hubbard interaction term has a form

Ĥint =
U0

2


iαaσ


niαaσ −

1
2


niαaσ̄ −

1
2


. (135)

Longer range Coulomb interactions were neglected. It is commonly accepted that in this limit one should use the estimate
for U0 smaller than that predicted by the ab initio (see Table 2) calculations [266]. The authors used the characteristic values
U0 = 5–7 eV.

In Refs. [36,73,265] it was shown that the on-site Coulomb repulsion stabilizes so-called G-type AFM order. In such a
state the localized spin at any given site is antiparallel to spins at nearest-neighbor sites. Other types of AFM order are either
unstable or metastable. Thus, the order parameter can be written as

∆αA ≡ U0


aĎnα↑

anα↓


, ∆αB ≡ U0


bĎnα↑

bnα↓


, ∆1A = ∆2B = −∆2A = −∆1B ≡ ∆, (136)

and∆ is real. In the mean-field approximation, the interaction Hamiltonian has the form [73]

Ĥint = N


4∆2

U0
− U0(n2

− 1)


+
U0x
2


nαaσ

nnαaσ −


nα


∆αAa

Ď
nα↑

anα↓
+∆αBb

Ď
nα↑

bnα↓
+ h.c.


, (137)

where x = n − 1 is the doping, n is the number of electrons per site, and N is the number of unit cells. Mean-field spectra
are obtained by diagonalizing of Ĥ0 + Ĥint. The spectra are

ε
(1,4)
k = ∓


∆2 + (t|f (k)| + t0)2, ε

(2,3)
k = ∓


∆2 + (t|f (k)| − t0)2. (138)
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Fig. 30. (Color online) Dependence of the AFM gap ∆(x, T ) on doping x, calculated for U0 = 5.5 eV and different values of the normalized temperature
T/∆0 , from Ref. [73]: (1) T/∆0 = 0.06, (2) T/∆0 = 0.17, (3) T/∆0 = 0.33, (4) T/∆0 = 0.41, (5) T/∆0 = 0.47, (6) T/∆0 = 0.52, (7) T/∆0 = 0.55, and
(8) T/∆0 = 0.58; note that∆0 = ∆(0, 0) is the value of the AFM gap at zero temperature and doping. Inset: The dependence of the mean-field transition
temperature TMF on doping x. The reentrance from the PM to AFM state exists in the doping range xc < x < 1.231xc ; xc = 0.128 and∆0 = 0.124 eV. PM
means paramagnetic phase, and AFMmeans antiferromagnetic phase.

To determine the AFM gap∆ one has to minimize the grand potential per unit cell

Ω =
4∆2

U0
− U0(n2

− 1)− 2T
4

s=1


dk
VBZ

ln

1 + e


µ′

−ε
(s)
k


/T

, (139)

where µ′ is the renormalized chemical potential, µ′
= µ− U0x/2. The equation

∂Ω

∂∆
= 0 (140)

specifies the gap as a function of the chemical potential and temperature. To find∆ as a function of doping x, one needs to
relate the doping and the chemical potential [73]

n = 1 + x = −
1
4
∂ (Ω − E0)

∂µ′
. (141)

Eqs. (140) and (141) implicitly define the AFM gap∆(x, T ) and the chemical potential µ(x, T ). If only the nearest-neighbor
hopping is taken into account, the gap obeys the particle–hole symmetry relation,

∆(−x, T ) = ∆(x, T ).

The next-nearest-neighbor hopping breaks this symmetry; however, this effect is small. The gap as a function of doping
x(> 0) is shown in Fig. 30. The gap decreases monotonously when the doping level x grows. The gap becomes zero at some
x = xc(T ).

In two-dimensional systems no long-range order is possible if T > 0. In such a situation, the mean-field solutions
characterize the short-range order, which survives for sufficiently low T . The effects beyond the mean-field approximation
are discussed in Ref. [73]. The gap∆(T ) decreases when temperature increases, and the crossover from (short-range) AFM
insulating state to the paramagnetic (PM) metallic state (see inset of Fig. 30) occurs at temperatures about mean-field
transition temperature TMF(x). It is interesting to observe that the transition temperature is not a single-valued function
of doping. Instead, it exhibits a pronounced reentrant behavior. This feature will be discussed below.

The maximum value of the crossover temperature depends on the on-site Coulomb repulsion U0. For example, AFM
ordering can exist up to temperatures of about 50 K for U0 = 5.5 eV and to temperatures much higher than room
temperature for U0 & 6.5 eV. The critical doping value xc , at which the AFM state is replaced by the PM one, also strongly
depends on U0, changing from about 0.1% for U0 = 5.5 eV to about 10% for U0 ≃ 8 eV [73].

10.1.3. Incommensurate antiferromagnetic order
The G-type AFM state has the smallest value of the thermodynamic potential Ω among states with commensurate

magnetic order. Further optimization ofΩ can be achieved if the local direction of the antiferromagnetic vector is allowed
to rotate slightly from site to site [267]. Such a state is referred to as incommensurate (or helical) AFM. The complex order
parameter for this state has the form

∆nαA = U0⟨a
Ď
nα↑

anα↓
⟩ = eiqn∆αA, ∆nαB = U0⟨b

Ď
nα↑

bnα↓
⟩ = eiqn∆αB, (142)
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Fig. 31. (Color online) The dependence of the AFM gap ∆ (red solid curve) and |q| (blue dashed curve) on the doping x, calculated for T/∆0 = 0.06 and
U0 = 8 eV, from Ref. [73]. The dot-dashed curve is the gap calculated for q = 0. The doping x is normalized by the critical doping xc , calculated for the
commensurate AFM state. The incommensurate AFM exists in a slightly larger doping range than the commensurate AFM.

Fig. 32. (Color online) The phase diagram of the AA-stacked bilayer graphene [73], calculated for U0 = 5.5 eV (a) and U0 = 6.5 eV (b). Solid (red) curves
are mean-field AFM to PM transition temperature TMF(x); (blue) dashed curves are T q(x), at which the commensurate–incommensurate transition occurs.
The dotted (red) curves are TMF(x), calculated without taking into account the incommensurate AFM state. The dot-dashed (green) curves show the region
of phase separation (see Section 10.1.4).

where q describes the spatial variation of the direction of the AFM vector. The averaged electron spin Snαa in the unit cell n,
layer α, sublattice a lies in the x–y plane and is related to the order parameter by

Snαa =
∆αa

U0
[cos(qn), sin(qn)] . (143)

Therefore, the grand potential becomes a function of q. Thus, one should add the minimization condition ∂Ω/∂q = 0 to
derive equilibrium value of q. The corresponding calculations were done in Ref. [73]. The plots of the AFM gap ∆(x) and
|q(x)| are shown in Fig. 31. For comparison, the curve∆(x) calculated for the commensurate AFM (q = 0) is also presented.
We see that the incommensurate AFM state exists in a slightly wider doping range than the commensurate one. The phase
diagram of the model in the x–T plane is shown in Fig. 32 for two different values of U0. The diagrams for U0 . 6 eV and
U0 & 6 eV demonstrate a qualitative difference. Namely, for smallerU0 the reentrance, seen in the inset of Fig. 30, disappears.
For larger U0 it survives. On the other hand, for large U0 the mean-field approximation is not an accurate method. Thus, it is
not clear, whether the reentrance is a genuine feature of the system, or it is an artifact of the mean-field approximation.

Note, the incommensurate AFM phase is mathematically equivalent to the Fulde–Ferrell–Larkin–Ovchinnikov state in
superconductors [268–272]. Such incommensurate order is known to be sensitive to disorder. However, the effect of disorder
on the incommensurate AFM state was not analyzed in Ref. [73].

10.1.4. Phase separation
The formation of the inhomogeneous or phase separated states is an inherent property of multiband systems with

significant electron–electron coupling. In Refs. [73] and [265] it was predicted that at non-zero doping, the AA bilayer
graphene can separate in two phases with unequal electron densities n1,2 = 1 + x1,2. A typical dependence of the chemical
potential on doping,µ(x), for nonzero temperature is shown in Fig. 33. The derivative ∂µ(x)/∂x is negative in some range of
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Fig. 33. (Color online) Chemical potential µ versus doping x from Ref. [73]; U0 = 5.5 eV and T = 0.014 eV. The vertical dot-dashed line separates the
AFM states with q = 0 and q ≠ 0. In the doping range x1 < x < x2 , phase separation occurs. The values x1,2 are determined by the Maxwell construction:
the horizontal (black) line is drawn in such a manner that the areas of the shaded regions are equal to each other.

doping. This indicates that the system is unstable, and can experience phase separation into commensurate (q = 0, x1 < x)
and incommensurate (q ≠ 0, x2 > x) AFM phases. The doping levels x1,2 are found using the Maxwell construction [273]:
the (black) horizontal line is drawn in such amanner that the areas of the shaded regions in Fig. 33 are equal to each other. The
region of phase separation in the (x–T )-phase diagram is bounded, in Fig. 32, by (green) dot-dashed curves. If the possibility
of an incommensurate AFM is ignored, then phase separation occurs between the AFM insulator (x1 = 0) and the PM
(U0 & 6 eV), or the AFM (U0 . 6 eV) metal (x2 > 0).

The separated phases have different electron concentrations, and the phase separation will be frustrated by long-range
Coulomb repulsion [274–277]. Unless the Coulomb interaction completely arrests the separation, the formation of nanoscale
inhomogeneities is likely. If the electron-rich phase (incommensurate AFM) is a metal, and the electron-poor phase is an
insulator or ‘‘bad’’ metal, then, the percolative insulator–metal transition could occur when the doping x exceeds some
threshold value, which is about 0.5(x1 + x2) in 2D systems. Phase separation can exist in the doping range x1 < x < x2.
Depending on U0, phase separation could be observed in a temperature range from 30–40 K to room or even higher
temperatures (see Fig. 32).

10.1.5. Nearest-neighbor Coulomb repulsion, bias voltage, and exciton order parameter
The nearest neighbor terms in the interaction part of the Hamiltonian can lead to the appearance of different ordered

states. However, according to Ref. [36] all these order parameters compete against antiferromagnetism, and only the AFM
order parameter survives [36,73,265], because U0 is the strongest interaction constant (see Table 2). A nonzero bias voltage
V breaks the symmetry between two graphene layers. It was shown by R.S. Akzyanov et al. [45], that in this case, there
exists an order parameter driven by the inter-layer interaction coexisting with antiferromagnetism. The analysis based on
symmetry considerations (see Section 10.1.1) shows that this order parameter should have the form [45]

∆A
exc = U11


aĎn1↑an2↓


, ∆B

exc = U11


bĎn1↑bn2↓


, ∆A

exc = −∆B
exc ≡ ∆exc, (144)

and the∆exc is real. This order parameter corresponds to a bound state of an electron and a hole in different layers, and can
be referred to as the exciton order parameter.

The calculation of ∆exc was performed in Ref. [45] for an undoped sample at T = 0 using the mean-field approach
similar to that described in Section 10.1.2. The exciton order parameter was found to increase when the bias voltage V
grows. However, the full gap in the spectrum decreases when V increases, since the AFM gap ismuch larger than the exciton
one, |∆| ≫ |∆exc|. At non-zero temperature, the applied voltage can fully suppress the gap giving rise to a voltage-driven
metal–insulator transition. For the typical values of parameters U0 = 2.2t , U11/U0 = 1/4, and eV/t0 = 0.1, the values of
the order parameters are estimated as∆ ≈ 0.17 eV and∆exc ≈ 8 meV. [45]

The expressions for the order parameters can be rewritten in terms of magnetization: S = ∆/U0 is the averaged spin
on the site A1, and φ = ∆exc/U11 can be viewed as the spin located on the link connecting the nearest sites A1 and A2
in different layers. The spin on the link connecting carbon atoms B1 and B2 has opposite sign. The dimensionless exciton
magnetization φ(V ) (and the order parameter as well) increases almost linearly with V , while S decreases with increasing
bias voltage. Nevertheless, φ ≪ S (and, consequently, ∆exc ≪ ∆), even for relatively large V . The exciton condensation
could be observed by measuring the Coulomb drag [278–280]. The experimental observation of the Coulomb drag in an
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artificial structure of two graphene sheets with a dielectric barrier between them has been reported by R. Gorbachev et al. in
Ref. [281].

The crossover temperature T ∗, at which the transition from ordered phase to PM state occurs, is of the order of ∆.
Consequently, ∆exc ≪ T ∗. However, the exciton order parameter is correlated with the AFM one, and it could be expected
that they both have the same crossover temperature. According to results presented in the previous sections, doping
suppresses the AFM ordering. It is natural to expect that it will also suppress the exciton gap [45].

10.1.6. Long-range Coulomb interaction
Since in 2D systems the screening of the long-range Coulomb repulsion is not so effective as in 3D systems, taking it into

account is of special interest. Proper treatment of the long-range effects improves the accuracy of the calculations. Further,
this long-range interaction also stabilizes additional order parameters, which can be important for the analysis of the phase
separated state. However, for AA bilayer graphene this problem was considered only in a few theoretical papers.

In Ref. [282] D.S. de la Peña et al. analyzed ordering in undoped AA-stacked bilayer graphene taking into consideration
the on-site Coulomb repulsion, both in-plane and out-of-plane nearest-neighbor Coulomb repulsion terms, and in-plane
next-nearest-neighbor Coulomb repulsion. They studied the possible ground states of AA-stacked bilayer graphene using a
functional renormalization group approach. The authors analyzed a set of possible electronic instabilities: AFM ordering of
the type considered above, charge density wave (CDW), quantum spin Hall instability (QSH), etc. They concluded that, in the
range of parameters characteristic of AA-stacked bilayer graphene, the only stable phase is the AFM order, while additional
orders could exist in the AA honeycomb bilayer at a smaller value of the on-site interaction. However, a possible existence
of significant QSH fluctuations in the AA-stacked bilayer graphene was predicted.

The long-range Coulomb repulsion was taken into account by L. Brey and H.A. Fertig in Ref. [283]. The authors consider
a single-valley model Hamiltonian for electrons in undoped AA bilayer near the Dirac point using the Hartree–Fock
approximation. They observe the instability of a single-electron spectrumwith the formation of the energy gap and analyzed
several possible order parameters arising due to the long-range Coulomb repulsion. However, they neglect the spin of
the electrons, which automatically excludes the AFM ordering from their consideration. As it was stated above, the AFM
instability competes with other possible instabilities and could suppress them. Thus, the question about possible additional
order parameters in the AA-stacked bilayer graphene and their coexistence with the AFM ordering is still open.

A Monte Carlo study of the AFM ordering of AA bilayer graphene was reported by A. Nikolaev and N. Ulybyshev in
Refs. [284,285]. The authors used long-range interaction Hamiltonian. They concluded that long-range terms act to destroy
the AFM order on finite clusters. It is not clear at the moment how to apply this result to an infinite sample. However, it
seems to imply that a longer-range interaction weakens the AFM order.

10.2. Low-temperature broken symmetry phases of AB bilayer graphene

Since the AB bilayer has a finite density of states at the Fermi energy, it is natural to inquire about the stabilization
of a broken symmetry phase in such a system at sufficiently low temperature. Indeed, there are several experimental
observations [23,26–28,32,286–290], which support this notion. However, the exact nature of the ordering transition is
not known. For example, some experiments found that the low-temperature state has a single-electron gap, while others
reported gapless behavior. This may indicate an experimental artifact, or could be amanifestation of a competition between
several non-equivalent ordered states. Belowwewill discuss some candidate broken-symmetry states,which are considered
by theorists.

10.2.1. Ferromagnetic and antiferromagnetic states
One of the earliest papers on the subject is Ref. [291] by J. Nilsson et al. The authors investigated the effects of the long-

range and short-range repulsion on the low-temperature symmetry breaking for the unbiased AB bilayer. To study the
long-range Coulomb interaction the authors used the two-band Hamiltonian (at both Dirac points only two bands touching
the Fermi energy are kept) augmented by the following interaction term

H long
int =

1
2S


α=±,q

Vα(q)ραqρα−q, (145)

where

V±(q) =
1 ± e−qc0

2
V (q) =

πe2

q
(1 ± e−qc0), and ρ± = ρ1 ± ρ2. (146)

In these equations, the symbol S denotes the sample area, andc0 is the distance between the layers, the bare Coulomb
potential in the momentum space is

V (q) =
2πe2

|q|
. (147)
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The layer density operators ρ1,2 correspond to smooth components of the total electron density: ρ1,2 are sums of the
terms ψĎ

KψK and ψ ′Ď
K ψ

′

K, which conserves the valley index. The oscillating components of the density, ψĎ
Kψ

′

Ke
−i(K−K′)r and

ψ
′Ď
K ψKe

i(K−K′)r, were initially omitted.
To investigate the stability of a ferromagnetic state the authors [292] applied the variational approach due to Bloch,

adopting it to the AB bilayer. The corresponding wave function was constructed in such a way that at each Dirac point the
density of spin-up electrons was unequal to the spin-down density, while the total density was kept constant. The authors
shown that the state with finite magnetization in each valley is more stable than the paramagnetic state. The phase diagram
at finite doping was also discussed.

Unlike the case of a single Fermi surface, for the bilayer one has to worry about two K-points. Thus, finite magnetizations
at individual valleys do not immediately imply that the sample has finite magnetic moment, since the magnetizations of
two valleys may be either add up, or cancel each other out, resulting in either a finite, or zero total magnetic moment of
the whole system. Within the variational calculations outlined above, these states are degenerate. To lift this degeneracy,
the authors [292] added the exchange term describing the interaction between the oscillating components of the electron
density. For such a model, the most stable state is the one with a finite ferromagnetic moment (related theoretical studies
of ferromagnetism in biased AB bilayers were reported in Refs. [293,294]).

Thus, the results of J. Nilsson et al. [291] suggest that the long-range interaction favors a ferromagnetic ground state.
To study the effects of the short-range interaction, the authors of Ref. [291] used the Hubbard model on the lattice of the
AB bilayer. Applying the mean-field approximation to such a Hamiltonian it was shown that, at one electron per carbon
atom, the mean-field ground state is antiferromagnet. Since the graphene bilayer lattice with nearest-neighbor hopping is
bipartite, this result is not that surprising.

The described investigation demonstrated that the competing long-range and short-range interactions may act to
stabilize different types of ordered states. Thismeans that the phase diagramof a particular sample could depend on delicate
details of the system, which shift the balance between the competing states.

However, one must not take the results of Ref. [291] too literally. It is necessary to remember that the justification of
the two-band model may be problematic when the effects of the interaction are studied. Indeed, the single-site interaction
constant for graphene is estimated to be of the order of several eV, while the discarded ‘‘high-energy’’ bands are separated
from the Fermi level by a fraction of eV. Further, the discussed variational ferromagnetic wave function is only one possible
type (among many) of ordered state promoted by the long-range interaction. Consequently, other options must also be
explored.

10.2.2. ‘‘Pseudospin magnetic’’ states
Several ordered states are considered theoretically as alternative to ferromagnetic and AFM ones. For example, H. Min

et al. argued in Ref. [295] that the long-range Coulomb interaction establishes a gapped broken symmetry state, which they
called a ‘‘pseudospin magnet’’. The paper suggested that, by neglecting the chiral structure of the single-electron states,
the authors of Ref. [291] ignored a very effective route to minimize the electron interaction energy. The Hartree–Fock
calculations of Ref. [295] demonstrated that, at each valley and for each spin projection, the bilayer may experience
the spontaneous generation of ‘‘pseudospin polarization’’, which may be viewed as a finite expectation value of some
‘‘pseudospin’’ operator. In the context of the latter study, the pseudospin is the layer index, or, equivalently, the sublattice
index. Therefore, the finite pseudospin polarization (for a given spin projection σ and a given valley ξ ) implies that the
electron density

ρσξ = ψ
Ď
σξψσξ

associated with σ and ξ is spontaneously shifted toward a particular layer. Summing the pseudospin polarizations over
all values of σ and ξ , the total polarization for a given many-electron trial state is determined. It could be either zero
(‘‘pseudospin antiferromagnet’’), or finite (‘‘pseudospin ferromagnet/ferrimagnet’’). These order parameters are of excitonic
origin in the sense that they describe condensation of electron–hole pairs. A particular ordered phase corresponds to
electron–hole pairs with specific spin and orbital quantum numbers. At the charge neutrality point the most stable state
is ‘‘pseudospin antiferromagnet’’. In Ref. [296] these conclusions were checked with the help of renormalization group
calculations. It was judged that the results of this renormalization group study were consistent with the Hartree–Fock
findings of H. Min et al. [295]. A related renormalization group investigation was reported in Ref. [297].

R. Nandkishore and L. Levitov [298] also studied long-range interactions, but used a different technique. They argued in
favor of the stability of ‘‘the ferroelectric’’ state. The ferroelectric state is characterized by a finite value of the electric charge
polarization vector, directed normally to the bilayer plane. In other words, some electrons from one layer are spontaneously
shifted to the other layer, creating a local violation of charge neutrality. The energy associated with the ordering was
estimated to be ∼4 meV, that is, within the experimentally accessible range. In the language of Ref. [295], this ferroelectric
state is a ‘‘pseudospin ferromagnet’’. The results of both papers are consistent with each other.

It is worth noting that an earlier paper by E. McCann et al. [257] reasoned against stability of such a ferroelectric state,
pointing out that the electric polarization increases the Hartree energy. In Ref. [298] this argument was criticized: the
exchange interaction, neglected in Ref. [257], overcomes the Hartree term. This makes the transition into the ferroelectric
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state possible. Such a conclusion agrees with the calculations of H. Min et al. [295], which also identified the exchange
contribution as the driving force behind the symmetry breaking.

In Ref. [299] R. Nandkishore and L. Levitov pointed out that if V− = 0 in Eq. (145), then the Hamiltonian symmetry is
significantly enhanced. For a generic value of V−, the Hamiltonian symmetry group is SU(2) × SU(2), where one instance
of SU(2) corresponds to the rotation of electron spin, while the other describes the rotation in the valley space. When V−

vanishes, the symmetry group is augmented to SU(4).
Working with such a highly symmetric Hamiltonian, Ref. [299] developed a classification of the broken symmetry states.

It covers the states discussed in Refs. [295,298], as well as some others. The classification formalized and extended the
ideas in Ref. [295] about ‘‘pseudospin (anti)ferromagnet’’. To explain the origin of this classification more rigorously, let us
examine the following mean-field Hamiltonian [299]:

H = −
v2F

t0


0 (qy + iqx)2 ⊗ 1̂ ⊗ 1̂

(qy − iqx)2 ⊗ 1̂ ⊗ 1̂ 0


+∆


Q̂ 0
0 −Q̂


. (148)

In this expression, the first term corresponds to the kinetic energy of the bilayer. The product 1̂⊗1̂ is an identitymatrix in the
spin-valley space. While the kinetic energy differs from Eq. (41), the two representations are unitary equivalent [299]. The
second term shows the mean-field contribution due to broken symmetry caused by the Coulomb interaction. Specifically,
the parameter |∆| represents the absolute value of the order parameter. It is proportional to the single-electron gap. The
hermitian 4 × 4 matrix Q̂ , acting in the spin-valley space, and satisfying the condition Q̂ 2

= 1, sets a ‘‘direction’’ of the
multicomponent order parameter. This quantity is analogous to the vector n, with n2

= 1, which describes, for example,
the direction of the magnetization for a ferromagnet. Unlike the magnetization, however, the number of independent
components of Q̂ is much higher.

The value of |∆| is found by solving the mean-field equation [298]. However, the sign of ∆ and the matrix elements of
Q̂ , beyond the constraint Q̂ 2

= 1, are completely arbitrary within the framework of the mean-field theory. We can say that
all mean-field states form a degenerate manifold parametrized by matrices Q̂ , such that Q̂ 2

= 1, and a specific matrix Q̂
encodes a particular mean-field state from this manifold.

It was noticed in Ref. [299] that the latter manifold has some internal structure: it can be split into three equivalence
classes. To explain the division into the classes, let us note that, because of the constraint, all eigenvalues of Q̂ are equal
to ±1. Thus, one can define three equivalence classes, which will be denoted below as (4, 0), (3, 1), and (2, 2). The first
class corresponds to matrices with four positive eigenvalues. The second class, to matrices with three positive eigenvalues
and one negative. Finally, the matrices with two positive and two negative eigenvalues constitute the third class. Within a
particular class, any two matrices are unitary equivalent, but a pair of matrices from different classes cannot be connected
by an SU(4) transformation. For example, if the eigenvalues of some Q̂1 are all positive, while the eigenvalues of some other
Q̂2 are both positive and negative, it is impossible to find a unitary matrix such that Q̂2 = UQ̂1UĎ.

Therefore, the SU(4)-symmetric Hamiltonian has only three types of non-equivalent mean-field ground states,
corresponding to the three equivalence classes. Specifically, the first and the second classes contain the so-called quantum
anomalous Hall (QAH) states. These states have finite non-diagonal (Hall) conductivity σxy (at zero doping). Depending of
the type of QAH state, it equals to either 4e2/h, or to 2e2/h. The finite value of the Hall conductivity is a manifestation of the
time-reversal symmetry breaking.

As for the third class, it is called the quantum flavor Hall state. For this class σxy = 0, thus, time-reversal symmetry
is preserved. Instead, these states are characterized by either finite non-diagonal spin conductivity, non-diagonal valley
conductivity, or non-diagonal spin-valley conductivity. All quantum flavor Hall states are equivalent in the sense that they
can be connected by a transformation from the Hamiltonian SU(4) symmetry group. This equivalence is an artifact of the
initial approximation, whichmixes spin and valley spaces, making them indistinguishable from each other. A more detailed
analysis reveals that different flavor Hall states are quite dissimilar, and have non-identical physical properties: the valley
Hall state has finite interlayer electric polarization (it is the ferroelectric state of Ref. [298]), the spin-valley Hall state is
layer antiferromagnet [300] (total magnetization of the layer antiferromagnet is zero, but the magnetizations of each layer
is finite). Therefore, the less symmetric Hamiltonian lifts the degeneracy between these states. The degeneracy between the
SU(4) multiplets may be lifted by fluctuations and a weak external magnetic field [299].

To overcome the shortcomings of the continuous effective models, the same set of pseudospin-ordered phases was
studiedwith the help of a latticemodel by J. Jung et al. in Ref. [300]. It was found that the ordered states are stable even in the
lattice model. The quantum anomalous Hall states and flavor Hall states have different energies; however, this difference is
very small, of the order of 10−9eV per carbon atom. The paper [300] evaluated the energy gap as ∼10 meV. The latter value
is roughly consistent with the estimate of ∼4 meV reported in Ref. [298]. It was also claimed that the developed theoretical
picture is in agreement with experimental results [23,286].

Experimental signatures of these broken symmetries were discussed by theorists in Refs. [301,302].

10.2.3. Antiferromagnetic state
As one can see from the previous discussion, the antiferromagnetic phase is considered by many theorists to be a

viable candidate for the low-temperature broken-symmetry state of the bilayer. Thus, its properties have been investigated
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in several publications. For example, a first-principle calculations reported in Ref. [303] confirmed the stability of the
antiferromagnetic ordering. The gap was found to be ∼1.8 meV, and the surface magnetization was ∼10−2µB nm−2.

A very popular tool to study antiferromagnetism is the Hubbard model. It was used, for example, in Refs.
[291,304–308]. The latter references employedMonte Carlo simulations [305,307], different versions of the renormalization
group approach [304,305,308], andmean-field theories [291,305,306]. In particular, the perturbative renormalization group
study of Ref. [304] concluded that the antiferromagnetic instability is the strongest instability of the Hubbard model.

A continuous model was used in Ref. [130], which offered a mean-field treatment of the antiferromagnetic state in a
magnetic field. It was found that the insulating gap grows as a function of themagnetic field. The author [130] reported that,
after adjusting two parameters of the proposed theory, the experimental data was described quantitatively by the theory.

Experimentally, the low-temperature layer-antiferromagnetic order was mentioned as a possibility in Refs. [289,290].

10.2.4. Nematic phase
A completely different way to eliminate the finite density of states at the Fermi energy was proposed by O. Vafek

and K. Yang in Ref. [309]. This paper used a perturbative renormalization group approach, which was applied to a two-
band effective Hamiltonian with interactions. The authors assumed that the electron interaction potential V (r) vanishes,
if |r| > r0, where r0 ≫ a is some finite length scale. According to this study, the strongest instability corresponds to the
order parameter, which breaks rotation symmetry of the Hamiltonian. Themean-field Hamiltonian in the broken-symmetry
phase can be written as follows:

Hnem = −
v2F

t0


0 (ξqy + iqx)2

(ξqy − iqx)2 0


+


0 ∆′

− iξ∆′′

∆′
+ iξ∆′′ 0


, (149)

where different values of ξ = ±1 correspond to different valleys, K or K′. The complex number

∆ = ∆′
+ i∆′′,

with

∆′
= ⟨Ψ

Ď
KσxΨK + Ψ

Ď

K′σxΨ
′

K⟩, ∆′′
= ⟨Ψ

Ď
KσyΨK − Ψ

Ď

K′σyΨ
′

K⟩, (150)

is the order parameter. This order parameter changes its sign, when the real space is rotated by π/2. In analogy with the
nematic state of liquid crystals, which has the same symmetry, this order parameter is called nematic. Note that this ordered
state is insensitive to the electron spin: the rotation of spins does not change∆.

The eigenenergies of the Hamiltonian (149) are given by the relation:

ε = ±|(ξqy − iqx)2 +∆|. (151)

Upon the transition into the nematic phase, the Fermi point at q = 0 with parabolic dispersion splits into two Fermi points
at

q∗

x + iξq∗

y = ±
√
∆, (152)

both with linear dispersion. Unlike the states discussed in Sections 10.2.2, 10.2.3, the nematic state is gapless. However,
below the energy scale set by |∆|, the electron density of states vanishes linearly near the Fermi energy.

Within the framework of the two-band model, the absolute value of the order parameter |∆| is fixed, but its complex
phase is completely undetermined. Unlike the superconducting order parameter phase, whose value is of no significance,
the phase of the nematic order parameter has a physical consequence: as one can see from Eq. (152), the locations of the
emergent Dirac points in k-space depends on arg∆. The presence of the lattice, however, reduces the degeneracy relative
to arg∆ down to a set of three discrete angles, defined with respect to the crystallographic axis. Once the direction of the
vector (q∗

x , q
∗
y) is chosen (randomly) from this discrete set, in the resultant nematic state the effective hopping along the

bonds parallel to a particular δi, (for definition of δi see Fig. 1) is enhanced. In this regard Y. Lemonik et al. in Ref. [310]
pointed out that the nematic order parameter is ‘‘mimicking the effect of anisotropic hopping along bonds with different
directions on the honeycomb lattice’’.

The nematic order, its stability, and competition against other ordered states is a subject of several theoretical
publications. In a comprehensive renormalization group study of O. Vafek, Ref. [304], the nematic, antiferromagnetic, and
quantum anomalous Hall states were listed as possible broken-symmetry states for a model with short-range interaction.
According to the latter paper, which state wins depends on values of the ‘‘microscopic’’ Hamiltonian coupling constants. For
example, the very short-range interaction of the Hubbard model leads to antiferromagnetic order. These conclusions are
consistent with the results of Ref. [311], which argued that short-range interactions favor antiferromagnetic order, while
longer-range interactions stabilize the nematic state. The antiferromagnetic phase is associatedwith short-range scattering,
since such a phase requires inter-valley scattering, which decreases as the interaction range grows. A related perturbative
renormalization group study was reported by V. Cvetkovic et al. in Ref. [312]. It was shown that the two-band model with
generic choice of interaction constants has a very diverse phase diagram. However, ‘‘nematic appears to be the unique
dominant instability when forward scattering dominates. Similarly, the layer antiferromagnet appears upon inclusion of
sufficiently strong back and layer imbalance scattering’’.
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Analogous conclusions were reached in Refs. [310,313], where a different version of the perturbative renormalization
group was used (among these two papers Ref. [310] presented the latest and most extensive account of the calculations, it
also corrected some misprints of an earlier publication, Ref. [313]). These papers derived the renormalization group flow in
the presence of screened Coulomb interaction. According to Ref. [310], the nematic, antiferromagnetic, and quantum spin
Hall phases are the most probable ground states of the bilayer.

A different approach to the question of the relative stability of the nematic order and other ordered phases was adopted
by E.V. Gorbar et al. in Ref. [314]. That paper, using a two-band model with Coulomb long-range interaction, obtained, in
the random-phase approximation, the energies of different ordered phases in the presence of a transverse bias voltage and
external strain. The authors showed that at zero strain the ground state is gapped: one of the ‘‘pseudospinmagnetic’’ phases
discussed in Section 10.2.2 wins over the nematic state. The transverse bias voltage can be used to stabilize the otherwise
unstable/metastable ferroelectric state (also referred to as ‘‘pseudospin ferromagnet’’, or quantum valley Hall state). Since
the polarization vector couples to the electric field, the energy of the ferroelectric state decreases when the bias grows, and
at sufficiently strong bias the ferroelectric state becomes the ground state. The strain, on the other hand, couples to the
nematic order parameter. Thus, if the bias is zero, a sufficiently strong external strain destroys the pseudospin order, which
is replaced by a gapless phase with a finite expectation value corresponding to the nematic order parameter. This, of course,
is not spontaneous nematic order, since the related symmetry is already broken in the Hamiltonian by the outside condition
(strain). At arbitrary strain and bias, the ground state is one of the ‘‘pseudospin magnetic’’ states with an admixture of the
nematic order parameter. This phase diagram in the plane strain versus bias-voltage contains two phases ‘‘separated by a
critical line of first- and second-order phase transitions’’ [314].

There are several experimental papers [23,26,286], whose findings were interpreted as consistent with the nematic low-
temperature state. However, there are other experiments (e.g., Refs. [32,315]), which are inconsistent with this hypothesis.
J. Zhang et al. [316] suggested that disorder might explain the discrepancy between experiments. They demonstrated that,
in mean-field approach, the ground state of AB bilayer undergoes a transition between different ordered states as a function
of the disorder strength. In particular, they predicted that small amounts of disorder can drive the gapped ground state into
a nematic state, and both gapped and nematic orders vanish if the impurity density exceeds some critical value.

10.2.5. Other types of order
Other types of ordered states have been investigated in the theoretical literature [312,317–319]. For example, Refs. [318]

discussed the charge density wave. The phase diagram of Ref. [312] contains numerous ordered states, some of which were
mentioned above, some others, like superconducting phases, were not.

The authors of Ref. [319] argued that the bilayer lattice Hamiltonian may stabilize a particular ‘‘current loop order’’,
provided that the only interaction term included into theHamiltonian is the nearest-neighbor repulsion.While such a choice
of the interaction seems highly peculiar, some reasoning behind this approximation was offered. The proposed symmetry-
breaking state was called ‘‘magnetoelectric’’. It has some similarities with the quantum anomalous Hall state, but, unlike
the latter, breaks layer-inversion symmetry. The authors stated that the phenomenology of the magnetoelectric symmetry
violation offered a more comprehensive explanation to the experimental data of Refs. [28,32] than the explanation in terms
of the antiferromagnetic order, or quantum anomalous Hall state.

Exciton order was investigated in Refs. [317], where the authors performed a mean-field analysis of a lattice model
with Hubbard-like interaction. To stabilize the exciton phase the repulsion between the electrons located in different layers
was taken into account. Conversely, the discussed excitons are formed by electrons in one layer and holes in the other. The
authors concluded that, to stabilize the exciton phase, the interaction constantmust exceed a threshold value of the order of
10t ∼ 30 eV. Such high value of the coupling constant is unrealistic. The paper noticed that this thresholdmay be reduced by
a transverse electric field. However, for realistic fields the effect is quite weak. Thus, it is likely that such an order parameter
cannot be stabilized in graphene bilayers.

As the above discussions demonstrate, the non-interacting ground state of AB bilayer graphene is unstable with respect
to a variety of symmetry breakings. In such a situation, a theorist’s ability to predict the ‘‘true’’ ground state is quite limited:
the theory allows one to compile a list enumerating various possible ordered states, which could be stabilized under realistic
conditions. Such a list may serve as a guide to an experimentalist. However, which ordered state wins under a particular set
of external conditions can be determined only experimentally.

11. Many-body and non-Fermi liquid effects in bilayer graphene

Highly doped AB bilayer behaves almost as an ordinary metal and is described by Fermi liquid theory. However, if one
is interested in the many-body properties of the undoped AB bilayer graphene, it is necessary to remember that, unlike a
metal with its well-developed Fermi surface, it has no Fermi surface, only Fermi points. This circumstance has dramatic
consequences for the many-body physics of the electronic liquid of the bilayer. Even at weak doping, when the Fermi points
are replaced by a Fermi surface, many electronic properties are dominated by the proximity of the charge-neutrality regime.

Since theundopedABbilayer does not have the Fermi surface, it lacks the quasiparticles as definedby the Landau theory of
the Fermi liquid. This feature of the systemwas investigated in Refs. [320,321]. Assuming that the RPA adequately describes
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the effective interaction between charge carriers, Y. Barlas and K. Yang [320] calculated the self-energy to second-order in
the screened interaction. It was found that the quasiparticle spectral weight Z vanishes as the energy approaches zero

Z ∝
1

(ln ε)2
→ 0, when ε → 0. (153)

The disappearance of the quasiparticle residue is inconsistentwith the quasiparticle notion of the Landau theory. Thismeans
that the undoped bilayer is not a Fermi liquid. At the same time, while the residue Z vanishes, the effective mass remains
unchanged by the interaction.

This perturbation-theory treatment was improved by R. Nandkishore and L. Levitov in Ref. [321], where the
renormalization group approach was used. Those renormalization group calculations confirmed the destruction of the
quasiparticles: as the energy approaches zero, the quasiparticle residue vanishes as the inverse of the square of ln ε, in
agreementwith Eq. (153). The disappearance of the quasiparticles implies the suppression of the tunneling density of states,
whichmay bemeasured experimentally. A weaker (logarithmic) renormalization of themass was also discovered. Since the
mass renormalization is a subleading effect, the perturbation theory of Ref. [320] was unable to capture it. Interactions also
introduce logarithmic corrections to the compressibility. However, the authors of Ref. [321] concluded that these corrections
are weak, and difficult to detect in experiments.

For doped bilayer, the electronic liquid properties were discussed in Refs. [322–324]. Specifically, it was argued in
Ref. [324] that, upon doping, the Fermi surface emerges, and the Fermi liquid behavior is restored. In Ref. [322] the
compressibility of the bilayer electronic liquid was calculated within the framework of the Hartree–Fock approximation
for different values of the Fermi momentum kF. In general, the compressibility was found to be a non-monotonous function
of kF. At lowdensity itwas negative. These results have to be contrastedwith those of Ref. [321],where onlyweak corrections
to the compressibilitywere found. This discrepancymay be related to the fact that Ref. [322] disregarded the screening of the
Coulomb interaction [321]. The renormalization of mass as a function of the doping density was discussed in Ref. [323]. The
ground state wave functionwas constructedwith the help of the Hartree–Fock approximation. To account for the screening,
the Coulomb potential in the Hamiltonian was replaced by a static Thomas–Fermi potential. The authors concluded that the
mass is strongly suppressed by the interaction but, nonetheless, it remains finite even at low doping levels.

Ref. [325] investigated many-body corrections to the cyclotron resonance in the monolayer and AB bilayer graphene,
and compared the theoretical conclusions with the experimental data [104]. As the author admitted, the data ‘‘defy good fit
by theory but certainly suggest nontrivial features of many-body corrections’’. The high resolution ARPES measurements of
low doped AB bilayer samples done in Ref. [326] confirmed directly non-Fermi liquid quasiparticle behavior in AB bilayer.

The dielectric function ϵ(k, ω) is among the physical quantities affected by the peculiar band structure of AB bilayer
graphene. Most generally, ϵ may be written as follows

ϵ(k, ω) = 1 − V (k)Π(k, ω). (154)

In this expression, Π is the irreducible polarization, and V (k) is the Fourier transform of the bare Coulomb potential,
Eq. (147). The dielectric function, due to its importance for both fundamental and applied research, was investigated very
actively [219,221,327–332]. For example, the static Coulomb screening was discussed in Refs. [219,221] in the context of
electric transport, see Section 8.1.

As another instance of this type of study, we would like to mention Ref. [331] by X.-F. Wang and T. Chakraborty, where
ϵ(k, ω) was determined with the help of the extremely common random-phase approximation (RPA). In the framework
of RPA, the full polarization Π in Eq. (154) is replaced by the one-loop polarization Π0, which may be viewed as the
polarization of the system with no electron–electron interaction. To find Π0, the authors of Ref. [331] used a two-band
effective Hamiltonian with the trigonal warping term, see Eq. (44). Because of the warping, the RPA static dielectric function
ϵ(k, 0) demonstrated noticeable anisotropy for k ∼ pL [the momentum pL characterizes the scale below which the trigonal
warping is important, see Eq. (45)]. At k = 0 the value of the static ϵ was as high as 102 at zero temperature, and even bigger
at finite temperature.

Studies of Coulomb screening were presented in Refs. [327–330,333]. In Ref. [327], besides screening, the Kohn anomaly,
RKKY interaction, and Friedel oscillations were investigated for both doped and undoped bilayer, modeled by the two-band
Hamiltonian. Finite temperature RKKY interaction for both bilayer and single-layer graphene was calculated in Ref. [334].

Themany-body properties of AA bilayer were recently studied by Y. Mohammadi [335]. He derived an analytical formula
for the static polarization function for a biased AA bilayer using randomphase approximation and the simplest tight-binding
Hamiltonian taking into account only nearest neighbors hopping and neglecting electron–electron interaction. The obtained
results were applied to calculate Coulomb screening and the electrical conductivity. It was argued that the short-range
scattering is not affected by the perpendicular electric field, while the conductivity limited by the (long-range) Coulomb
scattering is enhanced by the bias voltage.

12. Dielectric function and plasmonics in AB bilayer

Numerous investigations have covered photonics of graphene systems and AB bilayer in particular, including plasmonics,
the nonlinear optical, and optoelectronic properties. Herewe discuss these topics very briefly. Interested readermay consult
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recent reviews [13–15].We also restrict our focus to AB bilayer as being experimentally relevant. Studies of plasmon physics
in AA bilayer are limited to theoretical publications [336–339].

The knowledge of the dynamic dielectric function ϵ(k, ω)was used by several authors to determine the dispersion of the
plasmons. Briefly recall that plasmons are quanta of the longitudinal collective charge density oscillations. Their dispersion
relation ω = ωk is a solution to the equation

ϵ(k, ωk) = 0. (155)

Ref. [331] reported that the undoped AB bilayer at T = 0 has a single plasmon mode. When the temperature is finite,
however, an additional weakly-damped lower-frequencymode emerges. The effects of doping on the plasmonswere briefly
mentioned as well. Ref. [332] of the same authors discussed plasmons in a situation when the bilayer is subjected to a
transverse bias voltage, which generates a gap in the single-particle spectrum.

To analyze screening and the plasmonmode, the author of Ref. [329] used a four-bandmodel at finite chemical potential,
but neglected the trigonal warping. This paper reported the technical details of the polarization operator calculations.
Refs. [328,330] discussed different plasmon properties. Plasmons in the presence of a magnetic field were considered in
Ref. [340].

In Ref. [341] S.A. Mikhailov and K. Ziegler argued theoretically that, besides the longitudinal plasmons, a single-
layer graphene sample can support an additional transverse electrodynamic mode. Their analysis was based on previous
theoretical study of electrodynamics of a thin metallic film [342]. In the context of AB bilayer such ‘‘transverse plasmons’’
were discussed in Ref. [343], for the twisted bilayer in Ref. [344].

Interesting results were obtained in recent studies of plasmons in the AB bilayer [345–347,333,339]. T. Low et al. [345]
theoretically studied plasmonic response in biased Bernal-stacked bilayer graphene. The authors found that the AB bilayer
‘‘accommodates optically active phonon modes and a resonant interband transition at infrared frequencies’’. As a result,
the plasmonic properties of bilayer graphene are strongly modified ‘‘leading to Fano-type resonances, giant plasmonic
enhancement of infrared phonon absorption, a narrowwindowof optical transparency, and a newplasmonicmode at higher
energy than that of the classical plasmon’’. This suggests that bilayer graphene may be considered as an interesting and
important plasmonic material. These conclusions were supported in the experiments by Z. Fei et al. [346]. Using infrared
nanoimaging, the authors determined that ‘‘bilayer graphene supports plasmons with a higher degree of confinement’’
when compared to single-layer graphene or an artificial double-layer (subnanometer separated) graphene characterized
by a random stacking order. The plasmons mode were attributed to an interlayer tunneling process. The authors were able
to tune the plasmonic mode by a gate voltage and conclude that their observation ‘‘uncovers essential plasmonic properties
in bilayer graphene and suggests a possibility to achieve novel plasmonic functionalities in graphene few-layers’’. It should
be also mentioned here that an analog of the effect of plasmon-induced transparency was observed by H. Yan et al. [347] in
AB nanoribbons.

13. Twisted bilayer graphene

In addition to bilayer graphene with AB and AA stacking, there is a class of bilayers characterized by a non-zero (twist)
angle θ between two graphene layers. Such twisted bilayers can be synthesized using different preparation techniques. For
example, bilayer samples with rotation misorientation can be produced in the process of growth on the SiC substrate (see,
e.g., Refs. [6,348–350]). They can be synthesized also by chemical vapor deposition (CVD) [351–358]. Another approach
is the folding of single graphene sheet [359–361]. Ref. [362] reported the preparation of twisted bilayer graphene (tBLG)
by transferring the graphene monolayer synthesized by CVD onto another monolayer epitaxially grown on SiC. Similar
techniques were used also in Ref. [363]. Note also that in graphite crystals the top layer is often rotated with respect to
the deeper layers [364].

Twisted bilayer graphene has amore complex crystal structure than theAA andABbilayers. The reviewof the geometrical
properties of the tBLG requires a separate subsection. The crystal structure of the twisted bilayer affects significantly its
electronic properties. Due to its complex geometry, even the single-particle models for the tBLG are quite involved. Because
of this complexity, the majority of the published papers on the subject are devoted to study electron spectra (both at zero or
non-zeromagnetic field) in the single-electron approximation. The papers recently studying the effects of electron–electron
interactions in twisted bilayer graphene are virtually absent. We hope this gap will be addressed in future studies. The
peculiarities of the system and theoretical methods used for its study require to review the twisted bilayer graphene in a
separate Section.

13.1. Geometrical properties: Moiré pattern and superstructure

The twist of one graphene layer with respect to another one manifests itself in the appearance of a Moiré pattern,
which can be visualized using STM techniques. Such structures have been observed in many experiments using scanning
microscopy [6,348,349,351,352,365,366] and dark-field transmission electronmicroscopy [353,354] (DF-TEM). For different
values of the twist angle θ , the STM images of the Moiré patterns are shown in Fig. 34. The value of the twist angle is
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Fig. 34. (Color online) Scanning tunneling microscope images of bilayer graphene samples with different twist angles θ revealing a Moiré pattern. The
twist angle is estimated by measuring the Moiré period. Reprinted figure with permission from I. Brihuega et al., Phys. Rev. Lett., 109, 196802 (2012).
Copyright 2012 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.109.196802.

determined from the measured Moiré period L. The latter length is defined as the distance between light (or dark) regions
in the STM images. The angle θ and L are related according to the following formula [364]:

L =
a0

√
3

2 sin(θ/2)
, θ < 30° (156)

where a0 = 1.42 Å is the in-plane C–C distance. The Moiré pattern is a peculiar feature of twisted bilayer graphene, which
has no analog for the AA or AB bilayers. In general, for non-zero θ , the lattice properties of the twisted bilayer are quite
singular. This subsection is dedicated to their description.

The details of the crystal structure of tBLG have been considered in many papers (see, e.g., Refs. [3,16,367–369]). Here,
we will follow, mainly, Ref. [367] by J.M. B. Lopes dos Santos et al. Each graphene layer in tBLG consists of two sublattices
(A1, B1 in the layer 1, and A2, B2 in the layer 2). The positions of the carbon atoms in each sublattice in the bottom layer 1
are

r1An ≡ rn = na1 + ma2, r1Bn = rn + δ, (157)

where δ = a0(1, 0). The quantity n = (n,m) is an integer-valued vector, and a1,2 are the basis vectors of the graphene
elementary unit cell, Eq. (1). The distance between graphene layers is c0 = 3.35 Å. When the layers are not rotated (θ = 0),
we assume that the system is a perfect AB bilayer.

Let us, for definiteness, assume that layer 2 is rotated around the axis connecting the atoms A1 and B2 with n = 0, while
layer 1 remains fixed. In this case, the atoms of the top layer (layer 2) have the positions êzc0 + r2αn , where êz is the unit
vector in the z direction, and

r2Bn ≡ r′n = na′

1 + ma′

2, r2An = r′n − δ′. (158)

In these equations,

a′

1,2 = a1,2

cos θ ∓

sin θ
√
3


± a2,1

2 sin θ
√
3
, (159)

and δ′
= a0(cos θ, sin θ).

While the Moiré exists for any θ , the superstructure, that is, strictly periodic repetition of some large multiatomic
supercell, occurs for the so-called ‘‘commensurate’’ θ only. The supercell may coincide with the Moiré cell, but, generically,
contains many Moiré cells. For the superstructure to emerge, after the rotation, a certain atom of the sublattice B2 from
layer 2 must end up exactly over an atom of the sublattice A1 from layer 1. This happens when the twist angle satisfies the

http://dx.doi.org/10.1103/PhysRevLett.109.196802
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following relation [3,16,367,368]

cos θ =
3m2

0 + 3m0r + r2/2
3m2

0 + 3m0r + r2
, (160)

where m0 and r are mutually-prime positive integers. The number of sites in the elementary unit cell of the superlattice N
is

N(m0, r) =
4
g


3m2

0 + 3m0r + r2

, (161)

where g = 1 if r ≠ 3n, and g = 3 if r = 3n (n is integer). In the notation used by E. J. Mele [16,370,371], the structures with
r ≠ 3n (r = 3n) are called ‘odd’ (‘even’). The superlattice vectors can be expressed in terms of the single-layer graphene
lattice vectors as:

R1 = m0a1 + (m0 + r)a2,
R2 = −(m0 + r)a1 + (2m0 + r)a2, (162)

if r ≠ 3n, and

R1 =


m0 +

r
3


a1 +

r
3
a2,

R2 = −
r
3
a1 +


m0 +

2r
3


a2, (163)

if r = 3n. In both cases, the size of the superlattice cell LSC ≡ |R1,2| = a0
√
3N/2.

Due to the symmetry of the single-layer graphene lattice, the rotation on the angle θ = 2π/3 transforms the AB bilayer
to itself. In addition to that, rotations on angles θ and −θ are equivalent to each other. As a result, one can consider only
twist angles in the range 0 < θ < 60°. A rotation on the angle θ = π/3 transforms the bilayer from AB to AA stacking.
Moreover, if the angle θ corresponds to some commensurate structure (m0, r), the angle θ ′

= π/3−θ is also commensurate
with m′

0 = r/g and r ′
= 3m0/g , where g = 1 if r ≠ 3n, and g = 3 otherwise. Thus, rotations for angles θ > 30° can be

considered as rotations for the angle θ ′
= π/3− θ < 30°, but starting from the AA-stacked bilayer graphene as a reference

structure. Note that Eq. (156) for the Moiré period is valid only for θ < 30°: for larger θ we have to replace θ → θ ′.
In addition to the twist angle, the bilayer graphene can also be characterized by a non-zero shift of one layer with respect

to another one. In the majority of the papers, however, this shift is not considered.
The authors of Ref. [372] constructed an effective Hamiltonian in the continuum (low-energy) approximation for tBLG

with a non-zero shift ϱ between the layers. They found, however, that this effective Hamiltonian coincides with that for
ϱ = 0 upon a unitary transformation, so the electronic spectrum is independent on ϱ. This is because, in the continuum
approximation, the detailed information about the superlattice is averaged out, and the effect of non-zero ϱ is reduced only
to shifting the Moiré pattern in space [372], which does not affect the electronic spectrum.

Among the superstructures (m0, r)with θ < 30°, there is a special subset corresponding to r = 1. It can be shown from
Eq. (160) that in the vicinity of the angle θ , corresponding to some m0 and r = 1, there is an infinite set of commensurate
angles with different m′

0 and r ′ > 1. These structures have larger size supercells. However, as it was shown in Ref. [367],
such structures are almost periodic repetitions of the structure withm0 and r = 1. Fig. 35 illustrates this fact. The structure
(7, 3) shown there is quite similar to the structure (2, 1)with the smaller size of supercell.

For structures with r = 1, the size of the superlattice LSC coincides with the Moiré period L, while for all other structures
LSC > L. This can be easily checked using Eq. (160) for the twist angle and the relation (156) for the Moiré period [367].
The supercell of the structure (m0, r) with r > 1 contains a r2/g number of Moiré cells, where g = 1, if r ≠ 3n, or g = 3
otherwise. The arrangements of carbon atoms inside these cells are slightly different from each other and approximately
correspond to the superstructure ([m0/r], 1), where [a] means the integer part of a. For angles θ > 30°, the corresponding
subset is (1, 3m0), and

θ(m0, 1) = π/3 − θ(1, 3m0). (164)

The basis vectors of the reciprocal superlattice can be written as

G1 =
4
N

[(2m0 + r)b1 + (m0 + r)b2],

G2 =
4
N

[−(m0 + r)b1 + m0b2], (165)

if r ≠ 3n, and

G1 =
4
N


m0 +

2r
3


b1 +

r
3
b2


,
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Fig. 35. (Color online) Structure of the twisted bilayer graphene with (m0, r) = (7, 3) (θ ∼= 12.95°). The large black hexagon is the Wigner–Seitz cell of
the superlattice, while R1,2 are the superlattice vectors. This structure is an almost periodic repetition of the structure with (m0, r) = (2, 1) (θ ∼= 13.17°)
having a smaller size of the superlattice (gray hexagons). Reprinted figure with permission from J.M. B. Lopes dos Santos et al., Phys. Rev. B, 86, 155449
(2012). Copyright 2012 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.86.155449.

Fig. 36. (Color online) Geometry of the reciprocal lattice for the twisted bilayer graphene. The green thick solid hexagon near the center shows the Brillouin
zone of the tBLG with the superstructures (1, 1) [panel (a), θ ∼= 21.798°] and (2, 3) [panel (b), θ ∼= 27.796°]. The large hexagons show the Brillouin zones
of individual layers: the red dashed hexagon corresponds to the bottom layer, the blue dot-dashed hexagon corresponds to the top layer. The next several
Brillouin zones of the tBLG are depicted by (black) thin solid hexagons. For the twisted bilayer, the Dirac point K′ (K′

θ ) is equivalent to the point Kθ (K) if
r ≠ 3n. When r = 3n, Kθ ∼ K and K′

θ ∼ K′ (see the text), where the symbol ‘∼’ means equivalent. The twisted bilayer graphene Dirac points K1,2 are
doubly degenerate: each of them is equivalent to one of two Dirac points of each graphene layer. For the particular case of the (1, 1) superstructure [panel
(a)], K1 ∼ K ∼ K′

θ and K2 ∼ K′
∼ Kθ , while for the (2, 3) superstructure [panel (b)], we have K1 ∼ K ∼ Kθ and K2 ∼ K′

∼ K′

θ . The vector∆K = Kθ − K
is shown for both structures. For the structure in panel (b) it coincides with the reciprocal vector of the superlattice, in panel (a) vector∆K does not equal
to the reciprocal vector of the superlattice.

G2 =
4
N


−

r
3
b1 +


m0 +

r
3


b2


, (166)

if r = 3n. In these equations, b1,2 are the reciprocal lattice vectors of the bottom layer, Eq. (4).
The Brillouin zone of the superlattice has the shape of a hexagon with sides QBZ = |G2 − G1|/3. In the particular case

r = 1, this side is equal to ∆K = |Kθ − K|, where K = 4π(0, 1)/(3
√
3a0) and Kθ = 4π(− sin θ, cos θ)/(3

√
3a0) are the

Dirac points of the bottom and top layers, respectively. For r > 1, QBZ is smaller than ∆K and is equal to QBZ =
√
g∆K/r ,

where g = 1 if r ≠ 3n, and g = 3 otherwise. Fig. 36 shows the Brillouin zones of the superstructures (1, 1) and (2, 3) having
twist angles θ ∼= 21.798° and θ ∼= 27.796°, respectively. For comparison, the Brillouin zones of the rotated and static layers

http://dx.doi.org/10.1103/PhysRevB.86.155449
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are also shown in this figure. Recall that each graphene layer has two non-equivalent Dirac points, K and K′(= − K) for
the bottom layer, and Kθ and K′

θ (= − Kθ ) for the top (rotated) layer. To find out where these Dirac points are located in
the Brillouin zone of the superstructure one can express their co-ordinates in terms of reciprocal superlattice vectors. For
r ≠ 3nwe have

K = −K′
= m0G2 +

r
3
(G1 + 2G2) ,

Kθ = −K′

θ = m0G2 +
r
3
(G2 − G1) , (167)

while for r = 3n

K = −K′
=

r
3
G2 +

m0

3
(G2 − G1) ,

Kθ = −K′

θ = −
r
3
G1 +

m0

3
(G2 − G1) . (168)

It follows from these formulas, that the points K′ and Kθ (as well as K and K′

θ ) are equivalent to each other if r ≠ 3n [see
Fig. 36(a)], that is, the difference K′

−Kθ is the reciprocal vector of the superlattice. When r = 3n, other pairs of Dirac points
are equivalent: K ∼ Kθ and K′

∼ K′

θ [see Fig. 36(b)]. Thus, for any commensurate angle, there are two doubly-degenerate
non-equivalent Dirac points of the twisted bilayer. Inside the reciprocal cell of the superlattice, these two non-equivalent
tBLG Dirac points are located at:

K1 =
G1 + 2G2

3
, K2 =

2G1 + G2

3
, (169)

for any superstructure (see Fig. 36). This double degeneracy affects the electronic structure of the tBLG, leading to band
splitting and band-gap formation (see Section 13.2.4).

13.2. Effective low-energy theories of twisted bilayer graphene electronic spectrum

13.2.1. Low-energy Hamiltonians
The specific electronic properties of tBLG are mostly determined by the interlayer single-electron hopping and the twist

angle. For commensurate structures, numerical studies based on density functional theory and tight-binding calculations
were performed in numerous papers [154,348,368,369,373–383]. Since the elementary unit cell of the tBLG superlattice
contains a large number of sites, especially at small twist angles, the ab initio calculations incur a significant computational
cost.

To avoid this difficulty, several semi-analytical theories have been developed for describing the low-energy electronic
properties of tBLG [3,367,370–372,384–390]. These theories operate mainly on the electronic states near the Dirac cones,
which the tBLG inherits from its two constituent layers. In tBLG, the Dirac cones having their origins atK andKθ (aswell asK′

and K′

θ ) are located close to each other in momentum space (for θ < 30°). This allows constructing an effective low-energy
Hamiltonian for the Dirac electrons moving in each graphene layer and hybridized by inter-layer hopping.

The first such low-energy theory was proposed by J.M.B. Lopes dos Santos et al. [3] and further developed in Ref. [367].
The authors consider the following effective Hamiltonian of tBLG:

Ĥ = h̄vF

kαβ

dĎ1kασαβ


k +

∆K
2


d1kβ + h̄vF


kαβ

dĎ2kασ
θ
αβ


k −

∆K
2


d2kβ

+


kαβ


G


t̃βα
⊥
(G)dĎ1k+Gαd2kβ + h.c.


. (170)

The first two terms here describe theDirac quasiparticlesmoving in layers 1 and 2 respectively, where dĎikα and dikα (i = 1, 2)
are the creation and annihilation operators of the electron with the momentum k, in layer i, in the sublattice α. The
momentum k is measured from the pointK0 = (Kθ +K)/2, and additional terms±∆K/2 in brackets (where∆K = Kθ −K),
appear due to the position of the Dirac points of the bottom and top layers with respect to K0. The labels α, β are the
sublattice indices, σ are Pauli matrices acting in the sublattice space, while σθ is defined as σθ = eiθσz/2σe−iθσz/2. The use
of σθ instead of σ is associated with the rotation of the second layer. Spin and valley degeneracy are assumed in this model,
and the corresponding indices in the electronic operators are omitted.

The last term in Eq. (170) describes inter-layer hopping. The second summation is performed over the vectors G =

nG1 +mG2 (n,m are integers) lying inside the single-layer graphene Brillouin zone, and t̃βα
⊥
(G) are the Fourier transform of

the interlayer hopping amplitudes, which can be written in the following form

t̃βα
⊥
(G) =

4
N


n∈SC

t⊥[δβα(r1αn )]e
−iG′r1αn , (171)
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where G′
= ∆K+ G and the summation is performed over the sites inside the superlattice cell. The function t⊥[δβα(r1αn )] is

the amplitude of the electron hopping from the site in the layer 1 located at r1αn to the nearest-neighbor site in the layer 2
located at c0êz + r1αn + δβα . Only nearest-neighbor hopping is considered, even though the authors mention that results are
not changed qualitatively if the more distant hopping will be taken into account. These hopping amplitudes are calculated
numerically using the procedure proposed in Ref. [391] (see also Section 13.3 for more details).

The authors showed that the amplitudes t̃βα
⊥
(G) decay rapidly with increasing |G|. As a result, in the first approximation,

one can keep only three terms in the sum over G in Eq. (170) with G = 0, G = G1, and G = G1 + G2. The corresponding
values of G′

= ∆K + G have the same magnitude, |G| = |G′
| = ∆K = 2K sin(θ/2), where K = |K| = 4π/(3

√
3a0). The

tunneling amplitudes for these values of G are not independent, and satisfy the following symmetry relations:

t̃αβ
⊥
(0) = t̃⊥


1 1
1 1


, t̃αβ

⊥
(G1) = t̃⊥


z 1
z̄ z


, t̃αβ

⊥
(G1 + G2) = t̃⊥


z̄ 1
z z̄


, (172)

where z = e2π i/3 and the bar over z means complex conjugation. Thus, all interlayer hopping amplitudes depend on the
single parameter t̃⊥, which the authors calculated numerically. Their result, t̃⊥ ∼= 0.4t0, where t0 is the inter-plane nearest
neighbor hopping amplitude for the AB bilayer, shows very weak dependence on θ .

Due to the hybridization between electrons with momenta k and k + G with different G, the Hamiltonian (170) cannot
be diagonalized analytically. The authors diagonalize it numerically by truncating the matrix Hamiltonian (the minimum
rank of truncated matrix used is 12), but some results can be obtained by perturbation theory on parameter t̃⊥. An analysis
of the spectrum for the commensurate structures with r = 1 shows that, as we explained above, all different structures
are almost periodic repetitions of the structures with r = 1 [367]. As a result, the low-energy Hamiltonian for structures
with m′

0 and r ′
≠ 1 can be effectively reduced to the Hamiltonian (170) for the structure with m0 and r = 1 such that

θ(m′

0, r
′) ≈ θ(m0, 1).

Similar approach based on continuum approximation was proposed by R. Bistritzer and A.H. MacDonald [372]. In the
latter reference the interlayer hopping Hamiltonian in real space was expressed as

Tαβ(r) =

3
j=1

e−iqjrTαβj , (173)

where q1 = ∆K, vectors q2,3 are obtained by the rotation of the vector q1 by angles ±2π/3, respectively, and matrices Tαβj

are given by Eq. (172). In the limit of θ = 0, corresponding to the AB bilayer, the matrix Tαβ is reduced to

3t̃⊥


0 1
0 0


.

This gives the value t̃⊥ = t0/3, which deviates somewhat from the result t̃⊥ ∼= 0.4t0, obtained by J.M.B. Lopes dos Santos
et al. The total Hamiltonian can be written as

Ĥ =


−ih̄vFσ

−θ
2 ∇ T̂ (r)

T̂ Ď(r) −ih̄vFσ
θ
2 ∇


. (174)

Hamiltonian (174) is periodic with a Moiré period L. The authors [372] calculated the tBLG spectrum employing a technique
similar to that used in Ref. [367]. This approach [372] is valid for arbitrary twist angles, not necessarily commensurate ones.
If the twist angle corresponds to the commensurate structure with r = 1, the Hamiltonian (174) becomes equivalent to the
Hamiltonian (170) (when only three terms shown by Eq. (172) in the summation over G are taken into account).

The Hamiltonian (174) can be generalized [372] to include not only the relative rotation of the layers, but also the relative
shift between the layers ϱ. For non-zero shift, the matrices Tαβj acquire addition phase factors

e−iBjϱ, where B1 = 0, B2 = b1, and B3 = −b2.

These factors, however, can be eliminated by a unitary transformation. Therefore, the effective Hamiltonian H for non-zero
ϱ is equivalent to that for ϱ = 0, Eq. (174). Thus, in the continuum (low-energy) approximation, the tBLG spectrum is
independent of the shift ϱ.

Typical curves of the low-energy spectrum of tBLG for r = 1, calculated by diagonalizing the Hamiltonian (170), are
presented in Fig. 37. The dispersion surface ε = ε(k) forms two Dirac cones near the Dirac points of two graphene layers,
K and Kθ . The cones merge at higher energies. For tBLG, the Fermi velocity v∗

F near the Dirac points turns out to be smaller
than the Fermi velocity vF for the single-layer graphene. The authors of Ref. [367] calculated the dependence v∗

F = v∗

F (θ),
both numerically and analytically, using perturbation theory on the parameter t̃⊥. In the latter approach, they obtained

v∗

F = vF


1 −


3t̃⊥

h̄vF∆K

2

. (175)
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Fig. 37. (Color online) (a) Spectra of the low-energy tBLG bands calculated for θ = 3.9° (m0 = 8, r = 1) in Ref. [3]; the momentum k changes from
k = K0 − ∆K to k = K0 + ∆K passing the Dirac points, K and Kθ (points k/∆K = ∓1/2 in the plot). (b) The same as for (a), but for the momentum k
varying in the perpendicular direction and passing the Dirac point K (k = 0 in the plot). Reprinted figures with permission from J.M.B. Lopes dos Santos,
et al., Phys. Rev. B, 99, 256802 (2007). Copyright 2007 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.99.256802. (c) Schematic
of the low-energy spectrum according to Eq. (186). Reprinted figure with permission fromM.-Y. Choi et al., Phys. Rev. B, 84, 195437 (2011). Copyright 2011
by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.84.195437.

This formula shows that the accuracy of the perturbation theory is controlled by the dimensionless parameter t̃⊥/h̄vF∆K .
For t̃⊥ = 0.11 eV, the deviation of the numerical result from Eq. (175) is significant if θ . 5°, and higher-order contributions
should be taken into account. The renormalized Fermi velocity goes to zero at some critical angle θc . The value of θc cannot
be found by perturbation theory, and numerical calculations are needed. R. Bistritzer and A.H. MacDonald [372] obtained
the relation for the renormalized Fermi velocity

v∗

F = vF


1 −

1 − 3α2

1 + 6α2


, α =

t̃⊥
h̄vF∆K

, (176)

which coincides with Eq. (175) in the limit of small α. It is interesting to note that such a spectrum of the tBLG is equivalent
to the spectrum of the AB bilayer subject to the large in-plane magnetic field [392].

Using further simplifications of the low-energy Hamiltonian, R. de Gail with coauthors [385] constructed a simple
effective 2 × 2 Hamiltonian of tBLG allowing to obtain analytical expressions for the low-energy spectrum. They started
from a 4 × 4 Hamiltonian in the form

Ĥ =


H0(k +∆K/2) Ĥ

⊥

ĤĎ
⊥

Ĥ0(k −∆K/2)


, (177)

where Ĥ0(k) = h̄vFσk, and Ĥ⊥ is the operator describing interlayer hopping. In the real-space representation, Ĥ⊥ has a form
of Eq. (173). The authors consider the limit of small angles, when t⊥ ≫ h̄vF∆K . As a first simplification, the operator Ĥ⊥ is
replaced to that corresponding to the AB bilayer (θ = 0),

Ĥ⊥ → t0


0 1
0 0


. (178)

The system of Schrödinger equations for the bi-spinor wave function ψ = (ψA1, ψB1, ψA2, ψB2)
T then becomes

h̄vFk̄+ψB1 + t⊥ψB2 = EψA1, (179)
h̄vFk+ψA1 = EψB1, (180)

h̄vFk̄−ψB2 = EψA2, (181)
h̄vFk−ψA2 + t⊥ψA1 = EψB2, (182)

where

k± = (kx ±∆Kx/2)+ i(ky ±∆Ky/2). (183)

For t⊥ ≫ h̄vF∆K and small |E|, we determine from the above equations thatψA1 ∼ ψB2 ≪ ψA2 ∼ ψB1. Thus, the right-hand
sides of Eqs. (179) and (182) can be set to zero. As a result, one obtains from these equations ψA1 = −h̄vFk−ψA2/t⊥ and
ψB2 = −h̄vFk̄+ψA2/t⊥. Substituting these relations to Eqs. (181) and (180), the following expression is derived

Ĥeff(k)

ψA2
ψB1


= E


ψA2
ψB1


. (184)

Here, the effective 2 × 2 Hamiltonian is

Ĥeff(k) = −
h̄v∗

F

∆K


0 k̄+k̄−

k+k− 0


, v∗

F =
h̄v2F∆K

t0
. (185)
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The eigenvalues of this Hamiltonian are

ε(k) = ±
h̄v∗

F

∆K

k +
∆K
2

 k −
∆K
2

 . (186)

The spectrum is schematically shown in Fig. 37(c). It qualitatively captures the main features of the low-energy bands
calculated by the numerical diagonalization of the Hamiltonians (170) or (174): there are two Dirac cones located at±∆K/2
merging at higher energies, which are characterized by the renormalized Fermi velocity. However, the dependence of v∗

F on
θ differs from the result of the numerical calculations [3,372]. The estimates given by Eq. (175) or Eq. (176) are consistent
with Eq. (186) only in the range θc < θ . 5°. Moreover, numerical calculations [367,372] show that the picture with Dirac
cones becomes completely irrelevant for angles below the critical θc ≈ 1°, while Eq. (186) predicts the existence of Dirac
cones for arbitrary-small twist angles.

In Ref. [371], E.J. Mele considered the effects of the lattice symmetry on the electronic properties of the tBLG in the
framework of the continuumapproximation. He derived amore general expression for thematrices describing the interlayer
hopping [cf. with Eq. (172)]

t̃αβ
⊥
(0) =


caa cab
cba cbb


, t̃αβ

⊥
(G1) =


zcaa cab
z̄cba zcbb


, t̃αβ

⊥
(G1 + G2) =


z̄caa cab
zcba z̄cbb


, (187)

where the parameters caa, cab, cba, and cbb are expressed via the interlayer hopping amplitudes for the AB bilayer graphene,
t0, t3, and t4 (for definition, see Fig. 7), as

caa = cbb =
t0 − t3

3
+ t4, cab = cba =

t0 + 2t3
3

. (188)

The form of thematrices in Eq. (187) coincides with the previously discussed result (172) only for the ‘isotropic’ case t3 = t4.
For t3 = t4 = 0, the matrices in Eq. (187) exactly coincide with that found by R. Bistritzer and A.H. MacDonald [372]. It is
known, however, that the parameters t3 and t4 can substantially deviate from each other, despite the fact that the distances
separating the correspondingpairs of carbon atoms are the same [39,393,394]. For example, the estimate of these parameters
for graphite [39,393] produces a t3 which is only slightly smaller than t0 (the largest interlayer hopping amplitude),while t4 is
about 10 times smaller. E.J. Mele [371] calculated the electron spectrum for different values of two independent parameters
caa(=cbb) and cab(=cba). He reproduced the results of Refs. [3,367,372] for the ‘isotropic’ case. However, when caa ≪ cab,
or caa ≫ cab, the spectrum structure differs from the picture with Dirac cones described above, especially when caa or cab
is comparable to h̄vF∆K . For caa > cab, that is, when t4 > t3, the reduction of the Fermi velocity of the Dirac cones is
strongly suppressed. E.J. Mele [371] suggested that this can be a possible explanation of the lack of Fermi velocity reduction
experimentally observed for some tBLG samples [350,352,395–397].

13.2.2. Fermi velocity reduction and low-energy van Hove singularities
Many experimental studies, using STM [6,348,349,351,352,365,366,395,398–402] (both at zero and non-zero magnetic

field), ARPES [350,396,403], and Raman [354–357,359–361,404–408] spectroscopies revealed the persistence of the Dirac
cones in tBLG. The effect of the Fermi velocity reduction was also confirmed using a variety experimental techniques,
e.g., ARPES [403], Raman [360], and Landau level (LL) spectroscopies [351,398,399,402]. For example, the STM topography
made by A. Luican et al. in Ref. [351] for bilayer graphene samples prepared by chemical vapor deposition shows large
regions characterized by different twist angles, which are estimated by measuring the Moiré period. In each such region,
the LL spectroscopy reveals the sequence of the Landau levels En characteristic for the massless Dirac fermions:

En = sgn(n)v∗

F


2eh̄|n|B. (189)

The dependence of the En on the level’s number n for the region characterized by θ ∼= 21.8° is shown in Fig. 38(a). From
these data, one can extract the Fermi velocity v∗

F using Eq. (189). It turns out that v∗

F is different for the regions characterized
by different θ , and correlates well with the theoretical prediction Eq. (175) [see Fig. 38(b)].

Another important feature of the tBLG spectrum is the existence of van Hove singularities (VHS) at energies much lower
than that for the single-layer graphene. The VHS of the twisted bilayer appear due to themerging of two Dirac cones leading
to saddle points in the low-energy bands, both below and above the Fermi level [see Fig. 37(a)]. Van Hove singularities
manifest themselves as peaks in the density of states in STMmeasurements [6,352,365,400]. The energy difference between
two VHS peaks, ∆EvHs, is smaller for smaller twist angles. In the framework of the continuum approximation [3,367,372],
this energy difference can be estimated as

∆EvHs = 2h̄v∗

FK sin(θ/2)− 2t̃⊥. (190)

For a rough estimate of the ∆EvHs at angles not close to the critical value θc , one can neglect the dependence of v∗

F on θ .
The decrease of the∆EvHs with a twist angle was observed in different experiments [6,352,365,400]. For example, Fig. 39(a)
shows the DOS spectra for different tBLG, obtained by STMmeasurements in Ref. [6]. The two peaks are closer to each other
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Fig. 38. (Color online) (a) Energies of the Landau levels En measured at different values of the magnetic field B in Ref. [351]. The twist angle is
θ = 21.8° ± 1.7°. The solid line is a linear fit following Eq. (189). (b) Dependence of the renormalized Fermi velocity v∗

F on the twist angle θ . Triangles are
the experimental data in Ref. [351]. The solid (red) curve is the theoretical prediction, Eq. (175). Reprinted figures with permission from A. Luican et al.,
Phys. Rev. Lett., 106, 126802 (2011). Copyright 2011 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.106.126802.
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Fig. 39. (Color online) (a) Local DOS spectra for samples with different twist angles measured by STM in Ref. [6]. (b) The dependence of the van Hove
singularities splitting∆EvHs on 2 sin θ/2. Orange circles are the experimental data. The dashed (blue) line is the best fit of the experimental data by Eq. (190)
with v∗

F = 1.12× 106 m/s and t̃⊥ = 0.108 eV. The (black) triangles and solid (green) line are described in Ref. [6]. Reprinted figures with permission from
I. Brihuega et al., Phys. Rev. Lett., 109, 196802 (2012). Copyright 2012 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.109.196802.

for samples with smaller twist angle. The VHS splitting, ∆EvHs, as a function of θ is shown in Fig. 39(b). The fitting of the
experimental data with formula (190) with a constant v∗

F is also shown in this figure.
Similar results were obtained in Ref. [365]. In the range of the twist angles 2° < θ < 5°, the VHS splitting measured

in the latter reference is approximately described by Eq. (190) with constant v∗

F . At the same time, the best fitting of the
experimental data reported in Ref. [352] corresponds to ∆EvHs = 2h̄vFK sin(θ/2), with vF equal to the Fermi velocity of
single-layer graphene. The authors concluded that the Fermi velocity remained non-renormalized for their tBLG samples.
From the viewpoint of low-energy theories [3,367,372], this corresponds to the limit of uncoupled graphene layers, t̃⊥ → 0.
No Fermi velocity reduction was observed also in ARPES measurements of Refs. [350,396], and by the Landau level
spectroscopy in Ref. [395]. These results are in contradiction with those obtained by Landau level [351] and Raman [360]
spectroscopies (see the previous paragraph). It is likely that these discrepancies can be explained by different sample
preparation techniques, influence of the substrate, disorder, etc.

Related results were obtained in Ref. [400] by W. Yan et al. Scanning tunneling microscopy data gathered in this paper
demonstrated the existence of low-energy VHS for bilayer sampleswith twist angles θ . 3.5°. For these samples, the energy
difference between VHS peaks,∆EvHs, with a good accuracy follows Eq. (190). At the same time, no traces of the low-energy
VHS were found for samples with θ & 5.5°: the measured dI/dV spectra are ‘‘almost identical to those of the graphene
monolayer’’. In the intermediate range, 3.5° . θ . 5.5°, some samples show VHS peaks, but some others do not.

http://dx.doi.org/10.1103/PhysRevLett.106.126802
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Measurements of both the Fermi velocity and the VHS splitting were performed in Ref. [402] for samples with different
twist angles prepared on two different substrates. The Fermi velocity was determined with the help of LL spectroscopy and
Eq. (189). Using Eq. (190) andmeasured∆EvHs, the authors extracted the inter-layer hopping parameter t̃⊥ for each sample.
They found that the tBLG properties demonstrated significant sample-to-sample variation, which cannot be explained by
the sample-to-sample variation of the twist angle. For example, in several systems t̃⊥ ≈ 0. The authors speculated that
this variation may be caused by the influence of ‘‘the stacking fault, tilt grain boundary, atomic defects, and roughness of
substrate’’ on the inter-layer distance. However, in agreement with the theory, strong correlation between Fermi velocity
reduction and the inter-layer coupling was found: the authors [402] showed that the v∗

F is well described by Eq. (175) with
experimentally obtained t̃⊥ and θ .

The effect of doping on the VHS has been studied using STM in Ref. [401]. For these bilayers a doping of the order of
1012 cm−2 arose by charge transfer from the substrate. The doping leads to asymmetric positions of the VHS peaks with
respect to the Fermi level, while the energy difference, ∆EvHs, is almost doping independent, as it is expected from theory.
For the doping ∼5 × 1012 cm−2, the Fermi level exceeds the energy of the upper VHS for the tBLG with θ . 3°. They [401]
also mentioned that doping leads to small (<100 mV) potential difference between layers.

In Ref. [409] both VHS as well as higher-energy spectroscopic features were detected using STM technique. Consistency
between experimental data and theoretical predictions was found.

13.2.3. Low-energy spectrum at very small angles
The band structure with Dirac cones described above is valid only for angles larger than the critical angle θc , below

which the renormalized Fermi velocity v∗

F vanishes. For angles close to θc the low-energy bands become almost flat, and for
θ < θc the cone-like band structure becomes completely irrelevant. The value of θc , which actually depends on the interlayer
hopping, was estimated by different groups, using both low-energy theories [367,372] and tight-binding calculations
[374,410]. For t̃⊥ ≈ 0.1 eV, J.M.B. Lopes dos Santos et al. [367] concluded that θc ≈ 1°. This value correlates well with
that found by R. Bistritzer and A.H. MacDonald [372]. Tight-binding studies reported similar value (e.g., calculations done in
Ref. [410] give θc ∼= 1.89°).

The physical properties of tBLG differ qualitatively for θ above and below θc . Specifically, Ref. [367] calculated the density
of states for different twist angles. When θ > θc , the DOS is zero at the Fermi level and increases linearly at small energies,
consistent with the existence of Dirac cones. For θ < θc , the density of states has a very pronounced double-peak structure
at small energies (see Fig. 40). Moreover, the DOS ρ0 at the Fermi level is non-zero. The width of this double-peak, as well as
the value of ρ0, oscillate as a function of θ . For small twist angles, the tBLG can be considered as composed of large regions
with almost AB and AA stacking. They [367] explain the peak in the density of states by the localization of the electrons at the
regions with AA stacking (for details, see Section V in Ref. [367]). This interpretation was confirmed by the calculation of the
local density of states (LDOS) at the Fermi level, which demonstrated that almost all electrons are located inside regionswith
AA stacking. The oscillations of ρ0 with the twist angle are related to the quantization conditions for the confined electrons:
kFL(θ) ∼ 2πn, where n is integer, kF = t⊥/(h̄vF) is the Fermi momentum of electrons at zero energy localized inside the AA
regions, and L(θ) ≈ a0

√
3/θ is the Moiré period. As a result, the maxima of ρ0 (and the minima of the peak’s width) occur

at angles

θn ∼
t⊥a0

√
3

2π h̄vFn
. (191)

Similar conclusions were reached in Ref. [375], which relied on tight-binding calculations. They also showed the electron
localization inside the regions with almost AA stacking (for details of the tight-binding calculations, see the next Section).
Further, the band flatness and the localization of the single-electron states inside the AA regions were also confirmed by
P. San-Jose et al. [387] in the framework of the continuum approximation. The authors proposed an approach treating the
inter-layer hopping as a spatially-modulated non-Abelian gauge potential. The calculations [387] showed the appearance
of flat bands for certain values of the twist angles. For these angles, the local density of states has pronounced peaks in the
regions with AA stacking [see Fig. 40(d)]. The sequence of these ‘magic’ angles satisfies approximately the law θn ∝ 1/n, in
agreement with Eq. (191).

The oscillation of the DOS at the Fermi level is also consistent with the results of R. Bistritzer and A.H. MacDonald [372]
showing oscillations of the Fermi velocity v∗

F calculated at one of the Dirac point with the twist angle. The Fermi velocity
vanishes at discrete angles θn, whose values are approximately described by Eq. (191), indicating the electron localization.
The value θ1 corresponds to θc .

Such a behavior of the density of states at small twist angles has been confirmed in STS and STM measurements in
Ref. [411] by L.-J. Yin et al. The authors observed a pronounced peak in the dI/dV spectra at the charge-neutrality point
for bilayer with θ = 1.11°. The authors associated this angle with the critical angle θc described above. For bilayers with
θ 6 θc (data for θ = 0.88° and θ = 1.11° are presented), the peak is observed only in the region with AA stacking, in
agreement with theoretical predictions. For the sample with θ = 0.88° the peak is broader than the peak for a sample with
the critical twist angle, which is also consistent with the theoretical calculations. For angles θ > θc no peak at the charge
neutrality point is observed, and the dI/dV spectra are almost position independent. For these angles, the dI/dV spectra
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Fig. 40. (Color online) (a)–(c) The low-energy DOS, calculated for three twist angles, is shown by gray rectangles. The solid (red) line is the DOS of
the single-layer graphene. (a): θ > θc . The DOS has an almost linear dependence on E at small energies, consistent with the existence of Dirac cones.
It is zero at zero energy (Fermi level). (b) and (c): θ < θc . The DOS has a double-peak structure at small energies, and it is non-zero at zero energy.
Reprinted figures with permission from J.M.B. Lopes dos Santos, et al., Phys. Rev. B, 86, 155449 (2012). Copyright 2012 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.86.155449. (d) Patterns of the local density of states at the Fermi level calculated for two different structures (m0, 1)
corresponding to the ‘magic’ angles, Eq. (191). The twist angles are θ ∼= 1.05° (m0 = 31) and θ ∼= 0.48° (m0 = 68). A logarithmic scale is used, the
white color corresponds to the maxima of the local DOS. These patterns show single-electron localization inside the regions with approximately AA
stacking. Reprinted figure with permission from P. San-Jose et al., Phys. Rev. Lett, 108, 216802 (2012). Copyright 2012 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevLett.108.216802.

have a minimum at the charge-neutrality point, and two peaks below and above it, which is consistent with the Dirac cones
picture.

13.2.4. Fine structure of the low-energy bands: band splitting and band gap
In the low-energy theories described above, the valley degeneracy is assumed. For any tBLG superstructure, however, the

two Dirac points of one layer coincide with the Dirac points of another layer upon translations of the reciprocal superlattice
vectors. Which pairs of Dirac points are equivalent depends on the type of superstructure. It was shown in Section 13.1 that
when r ≠ 3n, K′

∼ Kθ and K ∼ K′

θ . When r = 3n, other pairs of Dirac points are equivalent: K ∼ Kθ and K′
∼ K′

θ . In a
generic situation, the single-electron states near equivalent cones are hybridized by some finite matrix element. E.J. Mele
in Ref. [370] took this into account by adding a mass term into the effective low-energy Hamiltonian. He considered the
Hamiltonian at the momenta close to one of two tBLG Dirac points. The Hamiltonian has the form of a 4 × 4 matrix. It is
different for ‘odd’ (r ≠ 3n) and ‘even’ (r = 3n) superstructures. For r ≠ 3n, the effective Hamiltonian is

Ĥodd =


−ih̄v∗

Fσ∇ Ĥ−

int
(Ĥ−

int)
Ď ih̄v∗

F σ̄∇


, (192)

where σ̄ are the complex conjugate Pauli matrices σ. The mass term Ĥ−

int is a 2× 2 matrix which couples the electron states
near the Dirac points K and K′

θ (∼K). Since these Dirac points belong to different valleys, the diagonal blocks in Ĥodd have a
different structure. The velocity v∗

F is the renormalized Fermi velocity, not the bare vF. By retaining v∗

F , as opposed to the bare
vF, the proposed technique attempts to account ‘‘phenomenologically’’ for more robust effects discussed in the previous
subsection. For ‘even’ structures, the mass term, Ĥ+

int, couples the electrons near the Dirac points in the same valley, K and

http://dx.doi.org/10.1103/PhysRevB.86.155449
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Fig. 41. (Color online) Low-energy spectra of tBLG for ‘odd’ (left panel) and ‘even’ (right panel) superstructures. Reprinted figures with permission from
E.J. Mele, Phys. Rev. B, 81, 161405 (2010). Copyright 2010 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.81.161405.

Kθ (∼K). Therefore, the effective Hamiltonian has identical diagonal blocks:

Ĥeven =


−ih̄v∗

Fσ∇ Ĥ+

int
(Ĥ+

int)
Ď

−ih̄v∗

Fσ∇


. (193)

Furthermore, the structure of the matrices Ĥ+

int and Ĥ−

int is different. Using symmetry considerations, E. J. Mele [370]
proposed the following general form of these matrices:

Ĥ+

int = Veiϑ

eiϕ/2 0
0 e−iϕ/2


, Ĥ−

int = Veiϑ

1 0
0 0


. (194)

The parameter V describes the strength of the cone hybridization, while ϑ and ϕ are phase factors allowed by symmetry.
E.J. Mele estimated the parameterV asV ∼ 10meV for superstructures (m0, r) = (1, 1), θ ∼= 21.787° and (m0, r) = (1, 3),
θ ∼= 38.213°.

The low-energy spectrum consists of four bands. It is different for ‘odd’ and ‘even’ structures. Typical curves are shown in
Fig. 41. For r = 3n, the spectrum is gappedwith a gap proportional toV . For r ≠ 3n, all four bands have parabolic dispersion
near the Dirac point, and the spectrum is gapless: two middle bands touch each other at the Dirac point. The band splitting
was experimentally found by ARPES [403] and Raman spectroscopy [404]. The band gap in the tBLG was also observed in
transport measurements in Ref. [412] (for more details about the latter reference, see next subsection).

13.3. Tight-binding calculations of the twisted bilayer graphene spectrum

The applicability of the approximations described above is restricted to low energies and relatively small twist angles.
To lift up these restrictions, different approaches are required. One possibility is ab initio calculations. Unfortunately, the ab
initio band structure calculations of the tBLG require huge computation efforts because of the large number of atoms inside
the supercell N . Numerical calculations based on tight-binding approximations are also quite time-consuming for the same
reason, especially for small twist angles. Indeed, to find the tBLG spectrum, one needs to diagonalize the N ×N matrix of the
tight-binding Hamiltonian on a 2Dmomentum grid, covering the tBLG Brillouin zone. For example, for the structure (16, 1)
with the twist angle θ ∼= 2°, the rank of this matrix isN = 3286. For these reasons, inmany papers the authors combine DFT
and tight-binding calculations [154,374–376,378]. They perform DFT calculations only for a few structures with moderate
N , and then use these results to extract the hopping amplitudes in the tight-binding Hamiltonian. In the general case, the
second-quantized tight-binding Hamiltonian of the tBLG can be written as

H =


nmi
αβσ


t(i)
∥
(riαn ; riβm)d

Ď
inασdimβσ + h.c.


+


nm
αβσ


t⊥(r1αn ; r2βm )d

Ď
1nασd2mβσ + h.c.


, (195)

where dĎinασ and dinασ are the creation and annihilation operators of an electron with spin projection σ in the site n in the
layer i (=1, 2) on the sublattice α (=A, B). The first term describes the in-plane hopping, with t(i)

∥
(r; r′) being the in-plane

hopping amplitude. The second term describes the interlayer hopping, with t⊥(r; r′) being the hoping amplitude between
sites in layers 1 and 2, located in positions r and êzd + r′, respectively.

http://dx.doi.org/10.1103/PhysRevB.81.161405
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Different groups use different parametrizations for the hopping amplitudes in Eq. (195). In the simplest case of two-center
approximation, the functions t(i)

∥
(r; r′) and t⊥(r; r′) depend entirely on the relative positions of the orbitals participating in

the hopping event. The amplitudes can be expressed via Slater–Koster parameters [413], Vppσ and Vppπ , as follows:

t(i)
∥
(r; r′) = Vppπ (|r − r′|),

t⊥(r; r′) = cos2γ Vppσ


c20 + (r − r′)2

+ sin2γ Vppπ


c20 + (r − r′)2


, (196)

where the functions Vppσ (r) and Vppπ (r) depend only on the distance between two sites, and γ is the angle between the z
axis and the line connecting the sites in the positions r and c0êz + r′:

cos2γ =
c20

c20 + (r − r′)2
. (197)

In Refs. [374,375], Trambly de Laissardière et al. exploited the exponentially-decreasing function Vppπ and Vppσ

Vppπ (r) = −t exp [qπ (1 − r/a0)] Fc(r), (198)

Vppσ (r) = t0 exp [qσ (1 − r/c0)] Fc(r), (199)

with equal spatial exponential-decreasing coefficients

qπ
a0

=
qσ
c0
. (200)

In these equations, Fc(r) is the cutoff function, reducing the long-range hopping amplitudes. In Ref. [375] it is taken to be

Fc(r) =
1

1 + exp[(r − rc)/lc]
, (201)

where the authors used rc = 2.5
√
3a0 = 6.14 Å, and lc = 0.265 Å. In an earlier paper, Ref. [374], the cutoff function is not

introduced, that is, Fc(r) = 1. To fix the parameters t and qπ in Eq. (198), the authors take the in-plane nearest-neighbor
and the next nearest-neighbor hopping amplitudes to be equal to their characteristic values in the single-layer graphene [4]:
t = 2.7 eV, t ′ = 0.1t . This yields for the ratio

qπ/a0 = qσ /c0 = ln(t/t ′)/

a0
√

3 − 1


= 2.22 Å−1
.

The largest inter-plane hopping amplitude is chosen to be t0 = 0.48 eV. Thus, three hopping amplitudes, t , t ′, and t0, together
with Eq. (200), allow to fix all the fitting parameters in functions t(i)

∥
(r; r′) and t⊥(r; r′) describing all the hoppings in the

twisted bilayer for any rotation angle. Density functional calculations were also performed for several tBLG superstructures,
and a good agreement was found between tight-binding and DFT results.

The findings of Refs. [374,375], in general, confirm the conclusions of the low-energy theories [3,367,372,387], such as
the Fermi velocity reduction at larger twist angles, the band flattening, and wave function localization at smaller angles (the
band splitting and the deviation from the linear dispersion near the Dirac points were not discussed in these papers). The
calculated Fermi velocity at the Dirac cones is found to be a smooth function of the twist angle. The dependence of the Fermi
velocity versus θ is symmetric around the angle θ = 30°, see Fig. 42. For not too small angles θ & 3° the Fermi velocity is
very well described by the approximate formula (175). In further work, Ref. [375], the authors focused on the small angles.
They demonstrated the appearance of flat bands, and the non-zero density of states at the Fermi level for θ < θc ∼ 2°. The
authors calculated the local density of states of the tBLG in regions with almost AB and AA stacking [see Fig. 43(a, b)]. The
local DOS at the AA region shows a pronounced peak at the Fermi level, while this peak is absent for sites in the AB region.
The oscillations of the DOS at the Fermi level, as well as ‘magic’ angles, were also found.

The existence of flat bands at small angles is also shown by E. Suárez Morell et al. [376]. They used a simpler dependence
for the interlayer hopping:

t⊥(r; r′) = t0 exp

1
β


c0 −


c20 + (r − r′)2


. (202)

To check the accuracy of the tight-binding calculations, they also compared the tight-binding spectra with ab initio data
for several twist angles and found no difference at low energies. Typical spectra for small angles are shown in Fig. 44. Two
low-energy flat bands exist for θ . 1.5°. No Dirac spectrum near K point is observed for these θ . The bandwidth ∆E of
the low-energy flat bands is determined as the difference in energies of the lower and the upper bands at the Γ point (see
Fig. 44). The bandwidth∆E is a non-monotonous function of the twist angle, which is consistent with the oscillations of the
width of the DOS peak predicted in Refs. [367,372,375].

The same parametrization of the inter-layer hopping is used in Ref. [377]. The authors were interested in the effect of
the bias voltage applied to the twisted bilayer. The application of the gate voltage leads to the redistribution of the charge
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Fig. 42. (Color online) Fermi velocity versus twist angle θ , calculated for several superstructures in Ref. [374]. The pairs of integers denote superstructures,
but the superstructure indices (n,m) in the figure correspond to (n,m − n) in our notation. Crosses are the tight-binding calculations, (red) circles
correspond to ab initio calculations. The solid (blue) curve corresponds to the approximate formula (175) by J.M. B. Lopes dos Santos et al. [3]. The inset
shows the data for small angles. Reprinted with permission from G. Trambly de Laissardière et al., Nano Letters, 10, 804 (2010). Copyright 2010 American
Chemical Society. http://dx.doi.org/10.1021/nl902948m.

Fig. 43. (Color online) Local densities of states (LDOS) for two different superstructures calculated for atoms located in the center of the nearly AB (a)
and nearly AA (b) regions. For the left panel: the curve ‘‘at. A’’ (‘‘at. B’’) corresponds to the A1 or B2 (B1 or A2) atoms. Dotted curves are the LDOS for pure
AB (a) and AA (b) bilayers. Note that G. Trambly de Laissardière et al., Ref. [375], used different parametrization for the superstructures: (n,m) in the
figures corresponds to (n,m− n) in our notation. The superstructures (100, 101) and (200, 201) have twist angles θ ∼= 0.33° and θ ∼= 0.16°, respectively.
Reprinted figures with permission fromG. Trambly de Laissardière, et al., Phys. Rev. B, 86, 125413 (2012). Copyright 2012 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.86.125413.

carriers in the bilayer: one layer acquires additional electronswith a density n, while another layer loses the same amount of
electrons (no doping is assumed). They [377] did not analyze themodification of the electronic spectrum by the bias voltage
V , but instead discussed the dependence of the excess electron density n on the twist angle (the effect of the bias voltage
on the tBLG spectrum was studied in Refs. [3,380,414,415]). Fig. 45(a) shows the dependence of n on V for bilayers with
different θ . At a fixed bias voltage, the smaller θ , the larger the charge redistribution becomes. The authors interpreted this
result as a demonstration of the reduction of the effective interlayer coupling for larger θ .

The next interesting effect is the inhomogeneous spatial distribution of the excess electron density. Ref. [377] found that
the spatial local distribution of electrons is substantially different for the A and B sublattices in the layer. They plotted the
patterns of the electron density inside the supercell of the bilayer, separately for A and B sites of the layer [see Fig. 45(b)].
The authors distinguished three different regions inside the supercell. In the regions with nearly AA stacking, the electron
densities at A and B atoms are approximately equal to each other and correspond to the averaged value n. In the regionswith
nearly AB stacking, the areas where the local density near the A sites is larger than the local density at the B sites is changed
by areas where the local electron density at the B sites exceeds the local density at the A sites (authors of Ref. [377] referred
the latter areas as BA stacking regions). This observation correlates very well with the calculations of the local density of
states of the twisted bilayer done in Ref. [375]. Indeed, inside the nearly AB region, the LDOS at the B atoms is larger than
that for the A atoms [see Fig. 43(a)].

In Ref. [415], P. Moon et al. studied the effects of the bias voltage V on the tBLG spectrum and the dynamical conduc-
tivity using a tight-binding model with hopping amplitudes described by Eqs. (196)–(199) [with Fc(r) = 1]. For the range
of twist angles studied (1° . θ . 15°), the spectrum is doubly degenerate near the tBLG Dirac points when V = 0. The
bias voltage lifts this degeneracy. For θ > θc , where Dirac cones exist, the resulting band structure is similar to that for the
AA-stacked bilayer graphene; near each Dirac point there are two cones shifted upwards and downwards from the Fermi

http://dx.doi.org/10.1021/nl902948m
http://dx.doi.org/10.1103/PhysRevB.86.125413
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Fig. 44. (Color online) Twisted bilayer graphene spectra for three twist angles of about 1.5° calculated in Ref. [376] (blue solid curves). For comparison,
the spectra of the AB bilayer (green dashed curves) and single-layer graphene (red dotted curves) are added. In panels (a) and (b), there are two nearly-flat
bands closest to zero energy. For θ ∼= 1° [panel(c)] the bandwidth of these low-energy bands is relatively large. This is consistent with the oscillatory
behavior of the peak’s width of the DOS at small angles (see Fig. 40). Insets in panels (a) and (b) show the spectra close to the Dirac point. The numbers
(n,m) in the figures correspond to the structures (n,m−n) in our notation. Reprinted figures with permission from S.Morell et al., Phys. Rev. B, 82, 121407
(2010). Copyright 2010 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.82.121407.
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Fig. 45. (Color online) (a) The average density n of extra electrons in the top (negatively charged) tBLG layer as a function of the applied gate voltage
for different twist angles. The electron density for the AB bilayer is also shown (orange triangles). (b) Spatial distribution of the electron density in the A
(upper panel) and B (lower panel) sublattices of the top layer inside the tBLG supercell. The superstructure is (15, 1), θ ∼= 2.13°. The gate voltage applied
is V = 0.08 V. The electron density is in units 1012 cm−2 , and the averaged value is n = 0.7 × 1012 cm−2 . The x and y axes are in Å. Arrows show the
regions with nearly AB, BA, and AA stacking. Reprinted figures with permission from S. Morell et al., Phys. Rev. B, 84, 195421 (2011). Copyright 2011 by
the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.84.195421.

level (at zero doping) by the energy value proportional to V . The coefficient of proportionality depends on the twist angle. It
decreases when θ decreases going to zero when θ → θc . Experimental investigation of the tBLG under the transverse bias
was reported in Ref. [358].

http://dx.doi.org/10.1103/PhysRevB.82.121407
http://dx.doi.org/10.1103/PhysRevB.84.195421
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In all theoretical studies mentioned in this subsection, the authors relied on the two-center approximation to describe
the interlayer hopping, see Eq. (196). In addition, the Hamiltonians themselves were typically formulated with the help
of the second-quantization formalism. The approach developed by O. Pankratov et al. in Refs. [154,368,369,378] differs in
several respects. First, the authors started from the first-quantized single-electron Hamiltonian:

Ĥ =
p2

2m
+ V (1)(r)+ V (2)(r), (203)

wherem is the electron mass and V (i) is the potential of the ith (=1, 2) graphene layer. The potential V (1) (V (2)) is invariant
with respect to translations by the single-layer graphene lattice vectors a1,2 (a′

1,2), while the total Hamiltonian (203) is
invariant with respect to translations by the superlattice vectors R1,2. The authors used the basis constructed of the single-
layer graphene eigenstates of each layer, |φ(i)siki⟩ satisfying the equation

Ĥ(i)|φ(i)siki⟩ ≡


p2

2m
+ V (i)


|φ
(i)
siki⟩ = ϵ

(i)
siki |φ

(i)
siki⟩, (204)

where ϵ(i)siki is the eigenenergy, with si being the band index and ki is the momentum. For every momentum k belonging

to the Brillouin zone of the twisted bilayer graphene, we can define a complete basis |Ψk⟩ = {|φ
(1)
s1k1⟩, |φ

(2)
s2k2⟩}, where the

momenta k1 belong to the Brillouin zone of the first layer, momenta k2 belong to the Brillouin zone of the second layer, and
the admissible k1,2 satisfy the following relation

k1,2 = k + n1,2G1 + m1,2G2, (205)

where n1,2 and m1,2 are some properly chosen integers. It is easy to show that the number of eigenfunctions in the set
|Ψk⟩ = {|φ

(1)
s1k1⟩, |φ

(2)
s2k2⟩} is equal to the number of atoms in the supercell N . Thus, |Ψk⟩ is the N-component spinor (only pz

electrons are considered, the number of single-layer graphene bands is equal to 2; that is, si = 1, 2).
In the basis {|φ

(1)
s1k1⟩, |φ

(2)
s2k2⟩}, the Hamiltonian (203) is a 2 × 2 block matrix

Ĥ =


Ĥ11 Ĥ12

(Ĥ12)Ď Ĥ22


, (206)

where the matrices Ĥ ii are diagonal, (Ĥ ii)siki,s′ik
′
i
= δsis′i

δkik′
i
ϵ
(i)
siki , and the matrix Ĥ12 describing the inter-layer hopping has

the form:

(Ĥ12)s1k1,s2k2 =
1
2


φ
(1)
s1k1

V (1) + V (2)
φ(2)s2k2


. (207)

According to Eq. (205), the difference k2 − k1 is the reciprocal vector of the superlattice. Using geometrical considerations,
the authors showed that the matrix elements in Eq. (207) are negligible if

k2 − k1 ≠ n1G
(c)
1 + n2G

(c)
2 , (208)

where n1,2 are integers and

G(c)1 = rG1, G(c)2 = rG2, (209)

if r ≠ 3k, and

G(c)1 =
r
3
(G1 + 2G2) , G(c)2 =

r
3
(2G1 + G2) , (210)

otherwise.1 The authors of Ref. [378] emphasized the appearance of a new momentum scale in the tight-binding model,
which is described by the G(c)1,2 vectors. Their magnitude |G(c)1,2| = 8π sin(θ/2)/(a

√
3) depends only on the twist angle, and

the reciprocal vectors G(c)1,2 correspond to the real-space hexagonal superlattice with the size L equal to the Moiré period,
Eq. (156).

For k2 − k1 = n1G
(c)
1 + n2G

(c)
2 , the matrix elements (Ĥ12)s1k1,s2k2 decrease exponentially when |n1,2| grows, and in

numerical calculations one can keep only matrix elements with the first several |n1,2|. Since the matrix (206) is sparse, it is
possible to apply the efficient Lanczos algorithm to find the tBLG spectrum at low energies. The efficiency of the numerical
scheme canbe increased substantially byusing the truncated basis {|φ

(1)
s1k1⟩, |φ

(2)
s2k2⟩}, which includes only stateswith energies

1 The authors of Refs. [154,368,369,378] characterized a superstructure by two co-prime integers p and q, which can be connected to our notation (m0, r)
as follows: p = r/2, q = m0 + r/2 for even r and p = r , q = 2m0 + r for odd r .
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Fig. 46. (Color online) Dependence of the band splitting (∆s in the text) on the number of atoms N in the supercell calculated in Ref. [369]. Inset shows
the low-energy spectrum near the Dirac point for the (1, 1) (‘odd’) and (1, 3) (‘even’) superstructure. Reprinted figure with permission from S. Shallcross
et al., Phys. Rev. Lett., 101, 056803 (2008). Copyright 2008 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.101.056803.

within certain window |ϵ
(n)
snkn | . W [368,378]. The authors claim, that at small twist angles, their algorithmworks about 103

times faster than standard tight-binding methods [378].
In general, the numerical calculations of the spectrum in Refs. [368,369,378] are in agreement with the results of both

tight-binding calculations and the low-energy theories described above. The calculations show the existence of the Dirac
cones and the Fermi velocity reduction at sufficiently large angles, as well as the band flatness and the charge localization
at small angles. The authors [378] obtained also several analytical results. Specifically, using perturbation theory and their
tight-binding model, they re-derived the formula for v∗

F = v∗

F (θ), Eq. (175), and demonstrated that it works well for θ & 5°.
The important analytical result confirmed by numerical calculations is the twofold degeneracy of the Dirac cones when

the number of atoms in the supercell N is large [369]. The analysis is based on the calculation of the inter-layer matrix
elements (Ĥ12)s1k1,s2k2 , for k1 = K′, k2 = Kθ , if r ≠ 3n, or for k1 = K, k2 = Kθ otherwise. According to Eqs. (167) and (168),
the difference k2 − k1 is the reciprocal vector of the superlattice for both cases, and, strictly speaking, the corresponding
matrix elements, describing the band splitting, are non-zero. However, the value (Ĥ12)s1k1,s2k2 decays fast when N grows,
and the splitting of Dirac cones becomes negligible for N larger than some critical value. For smaller N , where the band
splitting is relevant, the low-energy spectrum deviates from the linear dispersion near the Dirac cones, in agreement with
the low-energy theory by E.J. Mele [370]. Fig. 46 presents the dependence of the band splitting∆s on the number of atoms
in the supercell N (for a definition of ∆s, see the inset in Fig. 46). The value of ∆s depends on N non-monotonously, and it
becomes negligible when N & 102. The maximum splitting, ∆s ≈ 7 meV, corresponds to the superstructures (1, 1) with
θ = 21.79°, and (1, 3)with θ = 38.21°, both having N = 28 atoms per unit supercell. A similar estimate∆s ∼ 10meVwas
obtained by E.J.Mele [370]. The character of the spectrumnear theDirac point, as itwas reported in Ref. [369], is qualitatively
different for the r ≠ 3n (‘odd’) and r = 3n (‘even’) superstructures. In the former case, the spectrum is gapped, while for
r = 3n it is gapless, with two parabolic bands touching each other at the Dirac point (see the inset in Fig. 46). Such a situation
is opposite to that was found by E.J. Mele [370] (cf. inset in Fig. 46 with Fig. 41).

A different analysis of the band splitting has been done by A.O. Sboychakov et al., Ref. [410]. The authors studied the tight-
binding Hamiltonian (195), where the in-plane hopping amplitudes t(i)

∥
(riαn ; riβm) are non-zero only for a nearest-neighbor

hopping equal to t = 2.57 eV. To calculate the interlayer hopping amplitudes t⊥(r1αn ; r2βm ), the authors use the approach
proposed by M.S. Tang et al. [391], which takes into account the environment dependence of the hopping. The inter-layer
hopping amplitude, t⊥(r; r′), is expressed via Slater–Koster parameters according to Eq. (196). However, in contrast to the
widely-used two-center approximation, the functions Vppσ (r; r′) and Vppπ (r; r′) depend also on the positions of other sites
in the lattice via the factor [1 − S(r; r′)], where the screening function is

S(ri; rj) = tanh


β1


l

exp


−β2


Ril + Rlj

Rij

β3
. (211)

In this equation, Rij is the distance between sites i and j, the summation is performed over all sites in the lattice, and β1, β2,
and β3 are fitting parameters. It follows from this equation, that the closer some of the neighboring atoms are to the line
connecting the sites ri and rj, the larger is the screening. The inclusion of the screening helps to describe more correctly
the longer-range inter-layer hopping amplitudes in bilayer graphene systems. Indeed, it is known from experiment and ab
initio calculations [39,393,394], that the next-nearest-neighbor interlayer hopping amplitudes for the AB graphene bilayer
and graphite, t3 and t4 (for definitions, see Fig. 7), are different by about an order of magnitude, even though the distance
between the corresponding pairs of sites are equal to each other. Taking the first three largest inter-layer hopping amplitudes
of the AB bilayer, t0 = 0.4 eV, t3 = 0.254 eV, and t4 = 0.051 eV, the authors of Ref. [410], found the fitting parameters β1,

http://dx.doi.org/10.1103/PhysRevLett.101.056803
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Fig. 47. (Color online) Dependence of the band splitting∆s on the twist angle θ , calculated for all superstructureswithN < 2000 (gray solid line). Different
dashed curves connect the points corresponding to superstructures with a fixed r .
Source: Figure is from Ref. [410].

β2, and β3 of the screening function. The interlayer hopping amplitudes for the tBLG are calculated then by using these βs.
The same approach was used also by O.A. Pankratov et al. in Refs. [154,368,378]; the fitting parameters are found in these
papers by comparison of the tight-binding spectra with the DFT results. The parametrization of M.S. Tang et al. [391] for
inter-layer hopping amplitudes was used also by J.M.B. Lopes dos Santos et al. in Refs. [3,367].

The authors of Ref. [410] showed that near the Dirac pointK the low-energy tight-binding spectrum can be approximated
as

E(ν)K+k = µ±


∆2 + v2F (|k| ± k0)2, ν = 1, . . . , 4, (212)

if r ≠ 3n, or

E(1,4)K+k = µ∓


∆2

s + v2Fk
2, E(2,3)K+k = µ∓


∆2

s + v2Fk
2
−∆s


(213)

otherwise. Qualitatively, these dependencies are similar to those found by O.A. Pankratov et al. [368,369,378] (see the inset
in Fig. 46). The band splitting is defined as∆s = E(4)K − E(1)K , and for r ≠ 3n structures, it is related to the band gap according

to ∆s =


∆2 + v2Fk

2
0. The dependence of ∆s on the twist angle is shown in Fig. 47. It is not a continuous function of θ :

any small deviation of the twist angle from a given value changes drastically the band splitting. However, the band splitting
for superstructures with a given r monotonously decreases with θ . Among all superstructures in some range of the twist
angle, the maximum band splitting corresponds to r = 1 superstructures. The maximum value ∆s ∼= 80 meV corresponds
to the (1, 1) superstructure, and it is one order of magnitude larger than estimate of O.A. Pankratov et al. [368,369]. For
m0 < 7 (and r = 1) the band splitting exceeds 1 Kelvin, which is an experimentally observable quantity. However, the
discontinuous behavior of∆s on θ can make the band splitting (and a band gap) non-observable, because any infinitesimal
deviation δθ of the twist angle from its value θ0 ≡ θ(m0, 1) totally suppresses the band splitting. In real situation, however,
the twist angle is knownwith a finite error. Rotational disorder of the twisted bilayer graphene was studied experimentally
in Ref. [407]. They observed local variations of the twist angle∆θ ∼ 2° in samples with θ & 15°.

The authors of Ref. [410] pointed out that taking into account the finite mean-free-path of electrons or the sample’s size
will make the band splitting a continuous function of the twist angle. Indeed, calculations of the band gap performed for a
finite sample with θ ∼= 21.79° showed [410], that the band gap changes continuously with θ . The value of ∆ has a peak at
θ corresponding to the (1, 1) superstructure, the width of this peak is∆θ ∼ a0/L̃, where L̃ is the sample’s size.

Ref. [410] also mentioned the presence of low-energy edge states with a characteristic localization length much smaller
than the sample’s size. In the band gap calculations these states were ignored. The existence of edge states was reported also
byO.A. Pankratov et al. in Ref. [154],where they studied the electronic properties of the tBLG flakes. Edge states in the twisted
bilayer graphene nanoribbons were studied theoretically in more detail in Ref. [155]. The authors found, in particular, that
the edge states with energies close to the Fermi level (for undoped bilayer) are localized at the AB-type regions of the edge,
while states localized at the AA-type regions of the edge become split; they have energies either above or below the Fermi
level by a value of about 0.2 eV.

The band gap in twisted bilayer graphene has been observed experimentally in transport measurements by J. Park et al.
in Ref. [412]. They estimated the twist angle of their sample as θ ∼ 30°. The band gap was extracted both from the IV
characteristics and from the temperature dependence of the conductivity and the carriers concentration obtained by Hall
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Fig. 48. (Color online) (a) and (b) Fermi surfaces of the superstructures (17, 1) [θ ∼= 1.89°, panel (a)] and (18, 1) [θ ∼= 1.79°, panel (b)] calculated at half-
filling in Ref. [410]. Different colors correspond to different bands intersecting the Fermi level. Brillouin zone (hexagon), the reciprocal supercell (rhombus)
and the Dirac points K1,2 are also shown. (c) Low-energy density of states calculated for three superstructures with close twist angles θ < θc . The density
of states is calculated at finite temperature T/t = 10−5 by numerical integration over the momentum.
Source: Figures are from Ref. [410].

measurements. Thus, the authors [412] showed that both conductivity and the concentration of the charge carriers follow
the thermal activation law, ln σ , ln n ∝ ∆/T , with gap ∆ ∼ 80 meV (the estimate of the gap from the width of the flat
region in the IV curve gives a much larger value of the gap). The authors explain such a big value of the band gap by the local
formation of the sp3 interlayer C–C bonding arising due to the peculiarities of the sample’s preparation techniques they
used. The theoretical background for such a possibility can be found in Refs. [416,417]. Note, however, that the estimate
∆ ∼ 80 meV coincides with the gap found in Ref. [410] using the tight-binding calculations described above.

Band gap engineering by the intercalation of twisted bilayer graphene by alkalimetal ions has been proposed in Ref. [418].
Using DFT calculations, the authors found the equilibrium positions for the intercalated ions inside the supercell of the
bilayer. Intercalation modifies the electronic spectrum leading to the gap opening at the Dirac points. They mentioned that
the gap can be ‘‘several times larger than room temperature’’. The modification of the tBLG electron spectrum by point
defects has been studied, also using DFT, in Ref. [419].

The authors of Ref. [410] also found the estimate for the critical value of the twist angle θc ∼= 1.89°. If θ 6 θc , no Dirac
spectrum exists, and the tBLG has a Fermi surface and a finite density of states at the Fermi level. Fig. 48 shows the Fermi
surfaces calculated at half-filling for the superstructures (17, 1) (θ = θc ∼= 1.89°) and (18, 1) (θ ∼= 1.79°). The peak in the
density of states existing near the Fermi level for θ 6 θc has a complex structure [see Fig. 48(c)]. Calculating the density of
states allows a direct comparison of the electronic properties of superstructures with different r .2 The authors found that,
neglecting some fine structures, the electronic properties of the tBLG change continuouslywith the twist anglewhen θ < θc .
Another theoretical study of the Fermi surface structure and properties in the regime of small θ was reported in Ref. [390].

In all theoretical investigations described above it is assumed that the graphene layers are flat, and the distance between
layers is a constant. Experiments shows, however, that the interlayer distance c0 is spatially modulated [6]. Using STM,
Ref. [6] showed that c0 is larger at regions with almost AA stacking and smaller in regions with almost AB stacking. The
corrugation of graphene layers in tBLG was found theoretically using DFT in Refs. [382,383]. The authors used their own
efficient computation code allowing to perform DFT calculations for systems consisting of 104–105 atoms. In particular,
they showed that for twist angles [383] θ . 20° (or θ & 40°) the layers are corrugated; the intralayer distance c0 is a Moiré
periodic function of the real-space coordinate r, having a maximum (minimum) for r in the region with almost AA (AB)
stacking, which correlates with the experiment [6].

13.4. Twisted bilayer graphene in a magnetic field

13.4.1. Landau levels and quantum Hall effect
Landau quantization and quantum Hall effect are two issues which are the main focus for both theoretical and

experimental studies of the tBLG in an applied perpendicular magnetic field. As in the previous subsection, the theoretical
papers on this topic can be classified according to the level of approximation of the tBLG Hamiltonian. Here we follow the
order of the previous section and consider first the works using effective low-energy Hamiltonians. The analysis based on
tight-binding Hamiltonians will be considered afterwards. We compare theoretical predictions with experimental results,
both for the Landau quantization and the quantum Hall effect.

2 Structures with different r but similar θ have Brillouin zones of greatly dissimilar sizes. Thus, to compare the spectra and/or Fermi surfaces of these
structures one has to work with folded Brillouin zones.
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In Refs. [385,386], the structure of Landau levels is studied in the framework of a simplified 2 × 2 effective
Hamiltonian (185). In the presence of amagnetic field perpendicular to the bilayer, theHamiltonian (185) can be rewritten as

Ĥ = h̄ω∗

c


0 a2 − β̄2

aĎ2 − β2 0


, (214)

where

ω∗

c =
2eBv∗

F

h̄∆K
(215)

is the cyclotron frequency, the complex number β is defined as

β =


h̄

8eB
(∆Kx + i∆Ky), (216)

and the operators a and aĎ, such that [a, aĎ] = 1, are the usual lowering and raising operators of the harmonic oscilla-
tor [420]. Note that the cyclotron frequency ω∗

c , given by Eq. (215), is different from ωc introduced in Section 5, Eq. (78).
The authors of Ref. [385] solve the eigenvalue problem Ĥψ = Eψ by numerically expanding the spinor wave function
ψ = (ψ1, ψ2)

T in the harmonic-oscillator basis {|m⟩}:

ψ (n)
=

∞
m=−[n/2]


φ1
2m+n

φ2
2m+n


|2m + n⟩, (217)

where the index n = 0, 1, 2, . . . enumerates the eigenvalues and eigenfunctions, and the ket-vectors |m⟩ satisfy the equa-
tions

a |m⟩ =
√
m|m − 1⟩, aĎ|m⟩ =

√
m + 1|m + 1⟩, m = 0, 1, 2, . . . . (218)

For an odd (even) value of the index n, the expansion (217) contains only odd (even) basic states |m⟩. The authors of Ref. [385]
found that for any value of the magnetic field, the tBLG Hamiltonian has two zero-energy eigenstates with n = 0 and n = 1.
The corresponding eigenfunctions can be found analytically. They are [385]

ψ (0)
= N0 cosh(β̄aĎ)


0
|0⟩


, ψ (1)

= N1
sinh(β̄aĎ)

β̄


0
|0⟩


. (219)

Thus, together with the spin and valley degeneracy, the zero-energy eigenstate is eight-fold degenerate.
The eigenvalue problem for the spinor wave function ψ = (ψ1, ψ2)

T can be reduced to a single equation of the form

(aĎ2 − β2)(a2 − β̄2)ψ1 = λψ1, λ =


E

h̄ω∗
c

2

. (220)

The authors of Ref. [386] consider this equation in its holomorphic representation

aĎ → ξ, a →
d
dξ
. (221)

As a result, they derived a second-order differential equation, and solved it numerically. In the general case, there is no
analytical expressions for the eigenenergies En. However, the authors of Ref. [386] were able to find asymptotic expansions
for the Landau levels in two limiting cases of small and large |β|. In the former case they obtained

En
h̄ω∗

c

2
∼= n(n − 1)


1 −

2|β|
4

(2n + 1)(2n − 3)
+

4n(n − 1)(4n(n − 1)− 39)+ 63
(2n + 3)(2n + 1)3(2n − 3)3(2n − 5)

|β|
8
+ · · ·


. (222)

When |β| ≫ 1, the result is
En
h̄ω∗

c

2
∼= 4

n
2


|β|

2

1 −

n
2

 1
2|β|2

−

n
2

2 1
4|β|4

+ · · ·


. (223)

For small |β|, the non-zero Landau levels are four-fold degenerate due to the spin and valley degeneracy. The case
|β| ≪ 1 can be only realized either for very small twist angles or very high magnetic fields. Indeed, since |∆K| = 8π
sin(θ/2)/(3

√
3a0) ∼= 4πθ/(3

√
3a0) and a0 = 1.42 Å, one obtains from Eq. (216):

|β| ∼= 2.7
θ [deg]
√
B[T]

. (224)
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Fig. 49. (Color online) Energies of the first several Landau levels in tBLG versus applied perpendicularmagnetic field (left panel, twist angle θ = 3.17°) and
on the twist angle at fixed magnetic field (right panel, B = 10 T). At small fields or large twist angles, the non-zero Landau levels are eight-fold degenerate
and form a sequence corresponding to massless particles, as in Eq. (225). In the opposite limit, Landau levels are approximately equidistant, corresponding
tomassive particles. In this limit, the non-zero LLs are four-fold degenerate. For any values of B and θ there is one eight-fold degenerate Landau level having
zero energy. Reprinted figures with permission from M.-Y. Choi et al., Phys. Rev. B, 84, 195437 (2011). Copyright 2011 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevB.84.195437.

For the characteristic twist angle θ = 3° for which the effective 2×2 Hamiltonian (185) is best applicable and themagnetic
field B = 10T, one obtains |β| ≈ 2.57, which is closer to the limit of |β| ≫ 1. It follows from Eq. (223), that a level with
n = 2ℓ and another level with n = 2ℓ + 1, where ℓ is an integer, have the same energy. Keeping only the leading term in
Eq. (223), one obtains

E2ℓ ∼= E2ℓ+1 ∼= εLL(ℓ) ≡ ±v∗

F


2eh̄|ℓ|B, (225)

which coincides with Eq. (189). Thus, in the limit |β| ≫ 1, all Landau levels are eight-fold degenerate. Under more scrutiny,
however, one discovers that for large |β|, the difference between E2ℓ and E2ℓ+1 is finite, but exponentially small. The authors
of Ref. [386] obtained an estimate

E2
2ℓ+1 − E2

2ℓ

h̄2 ω∗2
c

≈
2(2|β|)4ℓ+2

(ℓ− 1)!ℓ!
e−2|β|

2
. (226)

The parameter |β| is smaller for smaller twist angles or for higher magnetic fields. Thus, the degeneracy between the levels
with n = 2ℓ and n = 2ℓ+ 1 is lifted by stronger magnetic field. Due to the factor (2|β|)4ℓ+2 in Eq. (226), the larger ℓ is, the
smaller the magnetic field is required to lift the degeneracy. The degeneracy of the levels n = 2ℓ and n = 2ℓ + 1 is lifted
when the right-hand-side of Eq. (226) becomes of the order of unity. For ℓ = 1 this happens when |β| ∼= 2.18, while for
ℓ = 2 one obtains |β| ∼= 2.99.

Fig. 49 shows the dependencies of the Landau level energies on the magnetic field [panel (a)] and on the twist angle at
fixed magnetic field [panel (b)] calculated in Ref. [386]. The same results are obtained also in Ref. [385]. In these figures
we see a crossover from the massless behavior at small fields (or relatively large twist angles) to the equidistant massive
behavior at larger fields.

Measurements of the Landau levels in twisted graphene samples fabricated by chemical vapor deposition have been
performed in Ref. [351]. The magnetic field was varied in the range 2 T < B < 10 T. The bilayer graphene sample studied
had large regionswithinwhich theMoiré pattern preserved its periodicity. That allowed the authors [351] to extract the local
values of twist angles. For twist angles larger than about 2°, the data are presented in Fig. 38(a). The sequence of Landau levels
is well described by a square-root dependence, given by Eq. (225). This work [351] reported Fermi velocity renormalization
for the samples [see Fig. 38(b)], with the dependence of v∗

F on θ correlating well with the theoretical prediction Eq. (175).
A deviation from Eq. (225) was observed when θ . 1.17°. For these angles, the form of the tunneling spectra depends
substantially on the position of the STM tip inside the Moiré cell, which is consistent with the theoretical calculations of
the local density of states for small angles. A square root dependence of the Landau levels is reported also in Ref. [395] for
multilayer samples grown on SiC. No Fermi velocity reduction is found in these samples (for a discussion on this issue, see
page 3 of Ref. [351]).

Landau quantization can also be observed in measurements of both the longitudinal, σxx, and Hall, σxy, conductivities. At
zero temperature, the Hall conductivity is a step function of the chemical potential (or the induced charge carrier density),
σxy = (e2/2π h̄)ν, where the filling factor ν takes integer values which depend on the degeneracy of the Landau levels.
When |β| ≪ 1, the zero-energy Landau level is eight-fold degenerate, while all other levels are four-fold degenerate, and
the filling factor is

ν = ±4,±8,±12, . . . . (227)

In the opposite case of |β| ≫ 1, when Eq. (225) is valid, all Landau levels are eight-fold degenerate, and

ν = ±4,±12,±20, . . . . (228)

http://dx.doi.org/10.1103/PhysRevB.84.195437
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Fig. 50. (Color online) Hall conductivity of the tBLG sample versus the electron density, measured for different values of the magnetic field.
Reprinted figure with permission from D. S. Lee et al., Phys. Rev. Lett., 107, 216602 (2011). Copyright 2011 by the American Physical Society.
http://dx.doi.org/10.1103/PhysRevLett.107.216602.

Fig. 51. (Color online) (a) Schematic of the dual-gated twisted bilayer graphene device. Two central (red and blue) layers correspond to the tBLG. BN—
hexagonal boron nitride layer. (b) Hall conductivity in units of e2/2π h̄ measured at B = 9 T. For E = 0 the steps follow Eq. (228). If E ≠ 0 addition
steps exist, indicating the lifting of the eight-fold Landau levels degeneracy. (c) The Landau level energy spectra as a function of the interlayer potential
difference∆V calculated in the uncoupled layer approximation; NU , NL are integers corresponding to the upper and lower layers, respectively. The Landau
level crossings are indicated by black dots. (d) Longitudinal resistance with subtracted background value as a function of E and ν = nh/eB measured at
B = 4 T. Peaks indicate the LL crossing. Black dots correspond to the theoretical prediction. Reprinted figures with permission from J.D. Sanchez-Yamagishi
et al., Phys. Rev. Lett., 108, 076601 (2012). Copyright 2012 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.108.076601.

The Hall conductivity of the tBLG samples was measured in several works [399,421,422]. Fig. 50 shows the dependence
of the σxy on the electron density n at different values of the magnetic field (from D.S. Lee et al. [421]). The electron density
is induced by applying a gate voltage. From Fig. 50 we see that the Hall conductivity is quantized according to Eq. (227),
corresponding to the limit of |β| ≪ 1. For example, the step at filling factor ν = ±8, (which is absent in the opposite limit
|β| ≫ 1), is clearly seen in this figure for B = 5 T and larger. The twist angle for samples studied in Ref. [421] is estimated
as θ ∼= 2.2°, and for B = 5 T one obtains from Eq. (224) that |β| ∼= 2.66. This estimate is slightly below the value |β| ∼= 2.99
where the eight-fold degeneracy of the second Landau level is lifted. The authors concluded that the regime of small |β|was
realized in their experiments.

J.D. Sanchez-Yamagishi et al. [399] reported results on transport measurements for tBLG, obtained using the dual-gate
device schematically shown in Fig. 51(a). The existence of the top and bottom gates allows one to control both the total
electron density n in the bilayer and the potential difference∆V between two layers or the difference in the electron density,
∆n, between two layers. The induced total electron density is related to the top VTG and bottom VBG gate voltages as

n = (CTVTG + CBVBG)/e,

where CT , CB are the capacitances per unit area of the top and bottom gates, respectively. The applied electric field

E = (CTVTG − CBVBG)/2

http://dx.doi.org/10.1103/PhysRevLett.107.216602
http://dx.doi.org/10.1103/PhysRevLett.108.076601
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leads to the redistribution of the charge carriers between two graphene layers, which partially screens the electric field. As
a result, the potential difference between two layers∆V can be written as [399]

−∆V =


E −

e∆n
2


1
C
, (229)

where C = ϵ/c0 is the interlayer capacitance per unit area and ϵ is the interlayer dielectric constant.
In the case of completely uncoupled graphene layers, the potential difference gives rise to the shift of the Dirac cones of

the top (bottom) layer by the value −e∆V/2 (+e∆V/2). The calculations done in Ref. [3] in the framework of low-energy
theory show that similar situation takes place in tBLG with finite interlayer hybridization. In magnetic field, the shift of the
Dirac cones leads to the lifting of the eight-fold degeneracy of the tBLG Landau levels, existing in the regime |β| ≫ 1, and
to the appearance of additional steps in the Hall conductivity. This was experimentally observed in Ref. [399]: Fig. 51(b)
demonstrates distinctive steps of 2e2/π h̄ in the Hall conductivity at non-zero E, while for unbiased bilayer only the steps
of 4e2/π h̄ exist. Further increasing∆V leads to Landau level crossing. The crossing occurs when the following condition is
satisfied:

− e∆V = εLL(ℓ1)− εLL(ℓ2), (230)

where ℓ1,2 are integers. For uncoupled layers, ℓ1 and ℓ2 are the numbers of Landau levels of the top and bottom layer,
respectively. In tBLG, the interlayer hybridization is non-zero, and this works only when εLL(ℓ1,2) is less than the energy
of the van Hove singularity. Fig. 51(c) presents the LL energy spectra as a function of the interlayer potential difference, as
they were calculated in Ref. [399] in the approximation of uncoupled layers. When LL crossing appears, the longitudinal
conductivity has a peak, which was observed experimentally in Ref. [399] [see Fig. 51(d)]. The positions of these peaks are
in a good agreement with theoretical predictions.

13.4.2. Fine structure of the Landau levels
According to the simple model, Eq. (214), the Landau levels in tBLG are eight-fold degenerate, when |β| ∝ θ/

√
B ≫

1. This picture is confirmed experimentally by both Landau-level spectroscopy [351,395] and transport measurements
[422,399]. However, a high-resolution LL spectroscopy measurements performed at low temperatures (T ∼ 10 mK) in
Ref. [398] by Y.J. Song et al. revealed the fine structure of the tBLG Landau levels. The authors studied multilayer graphene
samples grown on the carbon face of SiC. The estimated total number of layers in the sample was six. The STM images show
the Moiré pattern with period 5.7nm [see Fig. 52(a)], which corresponds to twist angle between the two top layers being
θ ∼= 2.3°. Peaks in the tunneling spectra measured at lowmagnetic fields are well described by the square root dependence
of B and of the level’s number, according to Eq. (225) [see Fig. 52(b)]. However, already at B & 2 T, the fine structure of the
Landau levels is clearly seen [see the Fig. 52(c)]. Each Landau level with ℓ ≠ 0 splits into two pairs of levels. Thus, there are
four sub-levels with energies EℓL ± ∆EℓL/2 and EℓR ± ∆EℓR/2. The energy splitting ∆Eℓ = EℓL − EℓR between two pairs of
sub-levels is much higher than the splitting within each pair, ∆EℓL and ∆EℓR. The splitting demonstrates an almost-linear
dependence on the magnetic field,

∆Eℓ ≈ gℓµBB, ∆EℓL,R ≈ gℓL,RµBB,

where the g-factors are estimated as gℓ ∼ 20 and gℓL,R ∼ 2. The zeroth Landau level splits at higher magnetic fields,
B ∼ 12 T. The authors attributed the splitting ∆Eℓ to the lifting of the valley degeneracy, while the splitting within sub-
levels can be explained by Zeeman coupling to electron spin. The spatially-modulated splitting of the zeroth Landau level
was also observed in Ref. [423].

The theoretical analysis of the fine structure of the Landau levels in tBLG has been done in Refs. [424–427]. In Ref. [424]
M. Kindermann and E.J. Mele calculated the tBLG Landau levels in framework of the low-energy theory. They took into
account the hybridization of electron states in different layers if these states are equivalent in the Brillouin zone of the
superlattice. The result depends on the type of superstructure. The effective Hamiltonian used is a 4×4 blockmatrix having
a form similar to that of Eq. (192) for ‘odd’ structures (Ĥodd) or Eq. (193) for ‘even’ structures (Ĥeven)

Ĥodd =

ĤK


−
θ

2


Ĥ−

int

(Ĥ−

int)
Ď ĤK ′


θ

2


 , Ĥeven =

ĤK


−
θ

2


Ĥ+

int

(Ĥ+

int)
Ď ĤK


θ

2


 , (231)

where the non-diagonal 2 × 2 ‘mass’ matrices Ĥ∓

int are given by Eq. (194), while

ĤK (θ) = −ih̄ωc


0 ae−iθ

−aĎeiθ 0


, ĤK ′(θ) = σyĤK (θ)σy = −ih̄ωc


0 aĎeiθ

−ae−iθ 0


, (232)

where a and aĎ are the Landau level lowering and raising operators, and cyclotron frequencyωc is given by Eq. (78) with the
renormalized Fermi velocity. The Hamiltonian (231) can be diagonalized analytically both for ‘odd’ and ‘even’ structures.
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Fig. 52. (Color online) (a) STM image of epitaxial graphene grown on C-face of SiC showing a Moiré pattern with the period L = 5.7 nm, corresponding to
the twist angle between two top layers θ = 2.3°. Total number of graphene layers is six. (b) Energies of Landau levels ℓ versus the square root of ℓB. Solid
(blue) line is the linear fit according to Eq. (225) with the Fermi velocity v∗

F = (1.08 ± 0.03) × 106 m s−1 . (c) A series of tunneling spectra as a function
of the magnetic field taken along the sample. Each panel shows the dI/dV intensity in a color scale. The vertical axis within each panel is distance from 0
to 40 nm. A splitting of the Landau levels in different field ranges is clearly seen. Reprinted by permission from Macmillan Publishers Ltd: Y.J. Song et al.,
Nature, 467, 185 (2010), copyright (2010). http://dx.doi.org/10.1038/nature09330.

The mass terms in Eqs. (231) lead to the splitting of the eight-fold degenerate Landau levels ℓ (with the single exception
of ℓ = 0 for the ‘odd’ structures) into two four-fold degenerate levels, which now can be described by the integers ℓ and
κ = ±1. The energies of these levels are [424]:

Eodd
ℓκ = ±


ℓ−

κ

2


h̄2 ω2

c + V2
+
κ

2


h̄4 ω4

c + 4

ℓ−

κ

2


h̄2 ω2

cV
2 + V4

1/2
, (233)

Eeven
ℓκ = ±


ℓ h̄2 ω2

c + V2
+ 2κ h̄ωcV cos

ϕ

2

√
ℓ
1/2

, (234)

where V describes the strength of the LL splitting, and ϕ is the additional parameter entering through Ĥ−

int. If the structure
is ‘odd’, the level with ℓ = 0 remains degenerate: Eodd

0κ = 0 both for κ = +1 and κ = −1. When h̄ωc ≫ V , which
corresponds to the experimental conditions [see Fig. 52(b)], the splitting of the ℓth LL level is∆Eeven

ℓ
∼= 2V cos(ϕ/2), while

∆Eodd
ℓ

∼= V2
√
ℓ/ωc if ℓ ≪ ωc/V or ∆Eodd

ℓ
∼= V/2 if ℓ ≫ ωc/V . Thus, this theory predicts the LL splitting, but it cannot

describe the linear dependence of∆Eℓ on magnetic field observed experimentally.
Similar ideas have been discussed in Ref. [425] in a more realistic model. The authors considered both the bilayer and

trilayer graphene samples. In addition, they took into account the non-zero potential energy differenceVij between graphene
layers (i, j = 1, 2 or i, j = 1, 2, 3). In the limit V12 ≫ ωc ≫ V , the result for the ‘odd’ structures is

∆E0 ∼=
V2

V12
, ∆Eℓ ∼=

2V2v∗2
F

V 3
12

eB, ℓ ≠ 0. (235)

Thus, indeed, the splitting of Landau levels linearly increases with the magnetic field. However, the effective g-factor
estimated from Eq. (235) turns out to be much smaller than the experimental value. This is because of the smallness of
V , which was estimated by the authors for the twisted bilayer as V ∼ t̃⊥θ2. For graphene trilayer, however, the splitting is
given by similar relations, in which one has to replace V → t0. Then, the discrepancy between theory and experiment can
be attributed to the effect of lower carbon layers in the samples used in Ref. [398].

The authors of Ref. [426] calculated the optical absorption spectra in the presence of themagnetic field, using an approach
related to that of Refs. [424,425]. The LL splitting described above gives rise to the multipeak structure of the absorption
spectra, which could be observed experimentally.

http://dx.doi.org/10.1038/nature09330
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13.4.3. The Hofstadter butterfly spectrum
The analysis of the Landau levels described above does not take into account the superlattice periodicity of the tBLG.

It is well known, however, that a periodic potential changes the Landau level spectrum of the electrons in a magnetic
field, leading to a spectrum with a fractal structure. This phenomenon, the so-called Hofstadter’s butterfly [428], becomes
experimentally observablewhen themagnetic flux through the elementary unit cellΦ becomes comparable to themagnetic
flux quantumΦ0, or, alternatively, when the magnetic length satisfies

lB =

h̄c/eB . L,

where L is the lattice period. For common materials, with L about several angstroms, this happens when B ∼ 104–105 T,
which significantly exceeds normally achievable magnetic fields. However, for superlattices with large supercells, the
Hofstadter butterfly can be observed experimentally. Using Eq. (156) for the Moiré period L, one can calculate the magnetic
flux through the Moiré cell and obtain the estimate for the field required for the observation of the fractal spectrum in the
tBLG [429]

B &
h̄θ2

3ea20
≈ 3.3(θ°)2 [T]. (236)

Fractal spectra have been observed experimentally in single-layer graphene [430,431] and also in Bernal-stacked bilayer
graphene [432] placed on an hexagonal boron nitride (hBN) substrate. The mismatch between the graphene and the hBN
lattice constants (along with a small rotational misorientation between the graphene layers and the substrate) creates a
Moiré pattern, whichmodifies the single layer or AB-stacked bilayer graphene’s electron spectrum. As a result, a Hofstadter’s
butterfly spectrum was observed in a magnetic field of the order of several Tesla. Unfortunately, similar observations for
twisted bilayer graphene are still absent. Note, however, that in Ref. [433], the magnetotransport measurements were
reported for different samples of the tBLG in a magnetic field up to B = 13 T. The authors observed a complex behavior
of the resistivity as a function of the magnetic field and the gate voltage if θ < 3°, but the interpretation of the obtained
data is not yet clear.

Theoretical studies of the fractal spectrum of tBLG were performed both in the framework of the continuum
approximation [434] and tight-binding models [429,435,436]. In Ref. [434], R. Bistritzer and A.H. MacDonald used the
effective low-energy Hamiltonian having a block matrix of the form of Eq. (174), in which one should replace −ih̄∇ →

−ih̄∇ + eA/c , that is,

Ĥ =


Ĥ0(−θ/2) T̂ (r)

T̂ Ď(r) Ĥ0(θ/2)


, Ĥ0(θ) = vFσ

θ [−ih̄∇ + eA/c] , T̂ (r) =

3
s=1

e−iqsr T̂s, (237)

where

q1 = ∆K(0,−1), q2 = ∆K(
√
3, 1)/2, q3 = ∆K(−

√
3, 1)/2,

and 2 × 2 matrices T̂s are given by Eq. (172). The Hamiltonian (237) has a Moiré periodicity. The authors of Ref. [434] used
the Landau gauge A = B(−y, 0, 0). They expressed the Hamiltonian (237) in terms of the basis states |iαnȳ⟩ ≡ |iα⟩ ⊗ |nȳ⟩,
where i = 1, 2 and α = A, B are the layer and sublattice indices, respectively. The ket-vector |iα⟩ can be considered as
a 4-component spinor [|1A⟩ = (1, 0, 0, 0)T, etc]. The second ket |nȳ⟩ represents the nth Landau level wave function. The
variable ȳ being the y-coordinate of the center of the electron’s orbit [420] is related to the conserved momentum in the
x-direction as ȳ = kxl2B. In the real-space representation, the |nȳ⟩ can be written as [420]

|nȳ⟩ =

eiȳx/l
2
B exp


−
(y−ȳ)2

4l2B


[2nn!

√
π lBLx]1/2

Hn


y − ȳ
lB


, (238)

where Hn(ξ) are the Hermite polynomials and Lx is the sample’s length in the x-direction. In terms of these wave functions,
the intralayer part of the Hamiltonian (237) Ĥ0(θ) has the form

Ĥ0(θ) = −ωc


nȳ

√
n


0 e−iθ
|n − 1ȳ⟩⟨nȳ|

eiθ |nȳ⟩⟨n − 1ȳ| 0


. (239)

The spectrum is degenerate with respect to ȳ if we neglect the interlayer hopping. Diagonalizing Ĥ0(±θ/2) one obtains
the spectrum of the Landau levels corresponding to the decoupled graphene layers En = ±ωc

√
n. The interlayer hopping,

however, hybridizes the states with ȳ and ȳ ± δy, where

δy =

√
3∆K l2B
2

, (240)

due to the factors exp(−iqr) in T̂ (r). The states with ȳ = ȳ0 + nδy, where n = 0,±1,±2, . . . , form a ‘one-dimensional’
chain of states. Such a structure allows a partial diagonalization of the Hamiltonian. Each chain is characterized by the
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momentum k1 = ȳ0/l2B, where k1 belongs to the interval

0 < k1 < δy/l2B =
√
3∆K/2.

Each chain is coupled to other chains. For the commensurate flux

Φ0/Φ = ∆K 2l2B
√
3/(8π) = p/q,

where p and q are co-prime integers, one can define a ‘supercell’, introduce the second momentum k2, and define new basis
vectors, |iαnjk⟩ ≡ |iα⟩ ⊗ |njk⟩, according to the relation

|njk⟩ =


qδy
Ly


m

exp[ik2δy(mq + j)]|n k1l2B + δy(mq + j)⟩, (241)

where j = 0, 1, . . . , q−1, Ly is the sample’s size in the y-direction, and themomentumk = (k1, k2) lies inside the ‘‘magnetic’’
Brillouin zone

0 < k1 <
∆K

√
3

2
, 0 < k2 <

∆K
2p
. (242)

In the latter basis, the intralayer term Ĥ0(θ) is diagonal in k and j. It is given by Eq. (239) in which one substitute
|nȳ⟩ → |njk⟩ and the summation over ȳ is replaced by the summation over k and j. The interlayer term T̂ is diagonal in this
basis in the wave vector k. It can be written as

T̂ =


nmkj


αβ


Tαβ1 Fnm


q1lB
√
2


e−i∆Kk1 l2Be−4π i pq j|2αnjk⟩⟨1βmjk|

+ Tαβ2 Fnm


q2lB
√
2


ei∆Kk1 l2B/2eik2δyeiπ

p
q (2j−1)

|2αnj + 1k⟩⟨1βmjk|

+ Tαβ3 Fnm


q3lB
√
2


ei∆Kk1 l2B/2e−ik2δyeiπ

p
q (2j+1)

|2αnj − 1k⟩⟨1βmjk|


, (243)

where j is defined modulo q, and

Fnm(z) =


m!

n!


−zx + izy

n−m exp


−
z2

2


Ln−m

m


z2

, n > m, (244)

with La
m being the associated Laguerre polynomials. For n < m, the function Fnm is defined by Fnm(z) = [Fmn(−z)]∗.

R. Bistritzer and A.H. MacDonald [434] calculated the spectrum numerically by only considering first
N0 ∼ 2[max(vF∆K , t̃⊥)/ωc]

2.

Landau levels. Thus, for any k, the rank of the matrix, which has to be diagonalized, is equal to 4qN0. As it follows from
the structure of Eq. (243), the interlayer hopping splits each Landau level into q finite-width sub-bands, and couples them
to each other. Both of these effects change the spectrum. However, the coupling of Landau levels is more important for
smaller magnetic fields. The smaller the twist angle is, the smaller the magnetic field is required to disturb the Landau level
spectrum, because

Φ0/Φ ∝ θ2/B.

If θ < θc , this line of reasoning becomes invalid because the Dirac cones in the spectrum disappear even at B = 0. Fig. 53
shows the spectrum of tBLG for rational Φ0/Φ < 1, calculated at θ = 2°. It is seen that, in general, the gaps between
sub-bands increase whenΦ0/Φ decreases.

C.-K. Lu andH.A. Fertig in Ref. [437] used a similar low-energymodel, Eq. (237), to analyze the effect of the bias voltage on
the LL in tBLG. Besides the electronic spectrum in amagnetic field, they calculated the optical absorption spectra. They [437]
claimed that the bias voltage can help to distinguish the transitions involving the states localized in one particular layer from
the transitions involving the layer-delocalized states.

Tight-binding calculations of the tBLG spectrum in a magnetic field were performed in Refs. [429,435,436]. The authors
of Refs. [435,436] used the exponential dependence of the hopping amplitudes t(r; r′) on the distance between sites, while
P. Moon and M. Koshino [429] applied the somewhat more complicated parametrization given by Eqs. (196)–(201). In
magnetic field, the hopping amplitude t(r; r′) acquires an addition phase factor and becomes

t(r; r′) exp


ie
h̄c

 r′

r
Adr


. (245)

The gauge in which the vector potential A is parallel to the superlattice vector R2 is used in Ref. [429]. When Φ/Φ0 = p/q,
where p and q are co-prime integers, the tight-binding tBLG Hamiltonian (195) has a periodicity described by the supercell
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Fig. 53. (Color online) The low-energy spectrum of tBLG in magnetic field as a function of (rational) Φ0/Φ calculated for θ = 2° and t̃⊥ = 110 meV. For
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leads to the Hofstadter-like structure of the spectrum. Reprinted figure with permission from R. Bistritzer and A.H. MacDonald, Phys. Rev. B, 84, 035440
(2011). Copyright 2011 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.84.035440.

vectors qR1 and R2. Consequently, the area of the magnetic Brillouin zone is q times smaller than the Brillouin zone area for
B = 0, and the number of bands for (m0, r) superstructure is qN(m0, r).

The authors of Ref. [429] considered a spectrum in the energywindow−0.5 eV < E < 0.5 eV, for several superstructures
with r = 1 and twist angles in the range 1.5° . θ . 10°, in magnetic fields up to 180 T. In addition to the spectrum, they
calculated the Hall conductivity σxy. When the Fermi levelµ lies in the band gap, the conductivity σxy can be found according
to [438]

σxy = −e

∂n
∂B


µ

, (246)

where n is the number of electrons per unit area for a given µ. Some results of this study are presented in Fig. 54. Panels
(a, d) and (b, e) show the dependencies of the spectrum and the Hall conductivity on the magnetic field. Right panels (c, f)
present the band structure in the case B = 0. When Φ/Φ0 ≪ 1, the spectrum consists of a sequence of nearly-degenerate
Landau levels [described by the square-root dependence Eq. (225)], and the Hall conductivity in units of e2/2π h̄ follows the
law Eq. (228), corresponding to uncoupled graphene layers [see panels (a, b) in Fig. 54]. For large twist angles, the regime of
smallΦ/Φ0 is maintained up to very high magnetic fields. The deviation from the square-root dependence of the sequence
of Landau levels occurs when the absolute value of the LL energy, En, exceeds the energy of the van Hove singularities (if
θ ∼= 3.89° this happens when |En| & 0.2 eV). Simultaneously, the Hall conductivity drops down to negative values and then
grows in discrete increments equal four conductivity quanta [see panel (e) in Fig. 54]. The behavior of the tBLG spectrum in
magnetic fields near the van Hove singularities has been also studied [439] using a semiclassical approach.

Even for smallΦ/Φ0, the superlattice periodicity breaks the degeneracy of each Landau level: the density of states spreads
in the energy domain to form several sub-bands separated by small gaps. These gaps increasewhen themagnetic field grows.
As a result, the spectrum acquires a complicated fractal structure dissimilar to the original Landau level picture [Fig. 54(d)].
Simultaneously, the Hall conductivity becomes a non-monotonic function of the Fermi level. Characteristic magnetic fields
of the crossover from the Landau level to fractal descriptions can be estimated from Eq. (236). For example, B = 50, 23, and
7.2, T for θ = 3.89°, 2.65°, and 1.47°, respectively [429].

Similar results for the tBLGelectronic spectrumwhere obtainedbyY.HasegawaandM.Kohmoto inRef. [436]. The authors
used the so-called periodic Landau gauge for the vector potential A. The spectrum they calculated consists of many bands
separated by the gaps. Each gap can be characterized by two integers (s, ν), where ν is related to the Hall conductivity as
σxy = (e2/2π h̄)ν. The authors [436] analyzed the evolution of the spectrum when changing of the magnetic field and the
twist angle. For example, they showed that for considerably small twist angles, there are several narrow low-energy bands
separated by gaps having the same value of ν; that is, the passing of the chemical potential through these bands does not
change the Hall conductivity.

Ref. [435] by Z.F.Wang et al. presents tight-binding calculations of the spectrum in amagnetic field for finite sampleswith
sizes up to 140 × 140 nm2. The Lanczos algorithm was used for calculating eigenstates in the energy window |E| < 0.2 eV.
Because of the finite size of the samples, the authors were able to consider both commensurate and incommensurate twist

http://dx.doi.org/10.1103/PhysRevB.84.035440
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Reprinted figure with permission from P. Moon and M. Koshino, Phys. Rev. B, 85, 195458 (2012). Copyright 2012 by the American Physical Society.
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angles. The authors distinguished three regions of twist angles where the spectra are qualitatively different from each
other. In the ‘quasi-Bernal’ regime, 0 6 θ . 0.3°, the spectrum consists of nearly-degenerate Landau levels with energies
corresponding to the AB bilayer. In the ‘‘intermediate’’ regime, 0.3° . θ . 3°, the spectrum has a complex fractal-like
structure (for B ∼ 10 T). At larger angles, the spectrum consists of Landau levels corresponding to effectively uncoupled
layers; the energies of these levels are described by Eq. (225) with a renormalized Fermi velocity, which monotonously
decreases with the twist angle both for commensurate and incommensurate structures. The Supporting information to
Ref. [435] presents a movie showing the evolution of the spectrum when changing the twist angle. This video can be
downloaded from http://pubs.acs.org/doi/suppl/10.1021/nl301794t.

13.5. Electronic transport in twisted bilayer graphene

13.5.1. Dynamical conductivity
The response of the tBLG on the ac electromagnetic field has been studied both experimentally [441–443] and

theoretically [440,444,445,344]. In Ref. [440] C.J. Tabert and E.J. Nicol calculated the optical conductivity in the framework

http://dx.doi.org/10.1103/PhysRevB.85.195458
http://pubs.acs.org/doi/suppl/10.1021/nl301794t
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Fig. 55. (Color online) Dynamical conductivity of twisted bilayer graphene. Panels (a)–(c): the low-energy single-electron tBLG spectrum along the line
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frequency dependence of the longitudinal conductivity calculated for different values of the chemical potentialµ. The arrows indicate the frequency of the
transitions shown in panels (a)–(c). Reprinted figure with permission from C.J. Tabert and E.J. Nicol, Phys. Rev. B, 87, 121402 (2013). Copyright 2013 by the
American Physical Society. http://dx.doi.org/10.1103/PhysRevB.87.121402.

of the simplified low-energy theory proposed by R. de Gail et al. [385]. They used the 4 × 4 Hamiltonian Ĥ(k) given by
Eq. (177) with the interlayer term Ĥ⊥ in the form of Eq. (178). The use of the simplified expression for the interlayer hopping
allows them to calculate the spectrum analytically. The results are shown in Fig. 55(a)–(c). The real part of the dynamical
conductivity at zero temperature is calculated numerically using Eq. (122), which for T = 0 has the form

σxx(ω) =
2e2

ω

 µ

µ−ω

dω′

2π


d2k
(2π)2

Tr

v̂xÂ(k, ω′

+ ω)v̂xÂ(k, ω′)

, (247)

where v̂x = ∂Ĥ/∂kx, and Â(k, ω) is the spectral function (both are 4 × 4 matrices). As in the case of the AA and AB
bilayers considered in the previous sections, the authors [440] use the Lorentzian broadening for the δ-function in Â(k, ω),
πδ(x) → Γ /(x2 + Γ 2), where Γ is associated with the transport scattering rate on the impurities.

http://dx.doi.org/10.1103/PhysRevB.87.121402
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lines in panel (b) exist only for r ≠ 1 (m ≠ n + 1) superstructures. Reprinted figures with permission from P. Moon and M. Koshino, Phys. Rev. B, 87,
205404 (2013). Copyright 2013 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevB.87.205404.

Fig. 55(d)–(f) show the in-plane dynamical conductivity as a function of frequency calculated for the tBLGwith θ = 5° at
different values of the chemical potential µ. At zero doping, the conductivity is approximately constant at low frequencies
and equal to twice the background conductivity of single-layer graphene e2/(4h̄). At higher frequencies, the conductivity has
a dip-and-peak structure associated with the transitions from/to electron states near the low-energy van Hove singularities
[see the black, green, and orange arrows in Fig. 55(a)–(f)]. Such a peak in the conductivity is similar to that for the AB
bilayer [256,259] (see Figs. 28 and 29) but is located at higher energies, near the energy of the VHS splitting, ∆EvHs (for
definition, see Section 13.2.2). Its position is closer to zero energy for smaller twist angles. At large twist angles,∆EvHs ∼ 1 eV,
and the corresponding frequencies lie in the visible range. For example, the contrast spectroscopy measurements done in
Ref. [441] revealed the peak in conductivity located at wavelength λ ≈ 595 nm (h̄ω ∼= 2.08 eV) for tBLG sample with
θ ∼= 13.7°. At smaller twist angles, the peak can lie in the infrared and even terahertz frequency range. Thus, the peak at
ω ∼= 2.64 THz was observed experimentally using terahertz time-domain spectroscopy in Ref. [442]. The twist angle of the
sample studied in the latter work was estimated as θ ∼= 1.16°.

At finite doping, the conductivity is modified in two aspects. First, it acquires a Drude peak centered at zero frequency.
Second, at frequencies ω < 2µ the interband transitions are not allowed due to the Pauli exclusion principle, and this leads
to the suppression of the dynamical conductivity in the range 0 . ω < 2µ [see Fig. 55(b, e)]. At larger frequencies, the
conductivity is the same as for µ = 0. For larger doping, when µ lies between the van Hove singularity and the bottom of
the upper band, the conductivity acquires an additional low-energy peak associated with the transitions between these two
states [see Fig. 55(c, f), c.f. with Fig. 28(b)].

Tight-binding calculations of the dynamical conductivity were performed by P. Moon and M. Koshino in Ref. [445].
The hopping amplitudes are calculated according to the exponential parametrization Eqs. (196)–(201). The Lorentzian
broadening of the spectral functions with Γ = 7 meV was used for calculating the dynamical conductivity. The authors
considered undoped bilayers, and focused on the change of the dynamical conductivity with the twist angle. The
dependencies of σ on ω calculated for several superstructures are presented in Fig. 56. Since the tight-binding approach
involves muchmore energy bands into consideration, in comparison to the low-energy theories, the obtained curves have a
more complicated structure than those presented in Fig. 55. The curves σ(ω) have several peaks associatedwith the electron
transitions between different VHS. Each singularity manifests itself as a peak in the density of states, shown in Fig. 56(a).
Authors [445] distinguish three major types of VHS. Singularities of the types (i) and (ii) result from the intersection of the
single-layer graphene bands caused by the interlayer coupling. Specifically, singularities of types (i) appear at momenta
near the points K0 = (K + Kθ )/2 and K′

0 = (K′
+ K′

θ )/2, while the type (ii) VHS exist near the middle point of the line

http://dx.doi.org/10.1103/PhysRevB.87.205404
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connecting the points K0 and K′

0. Finally, the type (iii) singularities originate from the VHS of single-layer graphene. Since
VHS of different types appear at differentmomenta, and themomentum of the absorbed photon is negligible, there can exist
only transitions between electron states near the VHS of the same type, and the peaks in the conductivity can be classified
in the same manner. The peaks of type (i) in the conductivity curves in Fig. 56(b) approach zero energy for structures with
smaller twist angles. These peaks are similar to those given by the low-energy theories [see, Fig. 55(d)]. On the other hand,
the peaks of type (ii) move to higher energies with decreasing twist angle. The position of the type (iii) peaks is almost
independent of θ because these peaks are related to single-layer van Hove singularities. The peaks of types (ii) and (iii) are
beyond the scope of the low-energy theories.

In addition, superstructures with r ≠ 1 have extra small peaks in the conductivity. They are marked by the dashed
blue circles in Fig. 56(b). The authors [445] associated these minor peaks with the electron transitions at the corners of the
Brillouin zone of the superlattice. Indeed, the Brillouin zone of the superstructure (m, r) with r ≠ 1 is approximately r
times smaller than that for the superstructure (m0, 1) having similar θ , where m0 = [m/r]. According to calculations done
in Ref. [410], the spectrum of the superstructure (m, r) is similar to the spectrum of the (m0, 1) superstructure calculated in
the r-times-folded Brillouin zone. The folding leads to an additional band crossings, which for the (m, r) superstructure can
give rise to additional van Hove singularities resulting in these conductivity peaks. These peaks, when observed, would be
a fingerprint of the r ≠ 1 superstructures. Similar calculations, but for biased bilayers, have been performed in Ref. [415].

Detailed experimental studies of the optical conductivity of tBLGhave been performed by R.W.Havener et al. in Ref. [446].
The authorsmeasured the optical conductivity in the energy range 1.2 < h̄ω < 5.6 eV for bilayerswith different twist angles
and for AB samples as well. Some results are presented in Fig. 57. The conductivity spectra of the twisted bilayers have three
peaks which Ref. [446] associated with the peaks of the types (i)–(iii) mentioned above. The authors [446] compared their
resultswith the tight-binding calculations by P.Moon andM. Koshino, Ref. [445], and found a qualitative agreement between
theory and experiment. However, according to the analysis done in Ref. [446], for better fitting of the obtained data one has
to take into account the effects of the electron–hole interactions and the existence of excitonic states.

The possibility of the formation of excitons in tBLG has been proposed theoretically in Ref. [447]. The exciton is formed
by the hole, located near the VHS above the Fermi level and the electron located close to the bottom of the upper electron
band. These quasiparticles can be excited by optical transitions shown by the two left (green) arrows in Fig. 55(a). According
to calculations done in Ref. [447], the electron–hole interaction leads to the formation of the bound exciton with binding
energy Eb ∼ 0.5 eV. The existence of these excitonic states should result in increasing the lifetime of optical excitations. In
particular, the decay time of the photocurrent in the tBLG should be much larger than that for the AB bilayer. This effect has
been observed experimentally [448] using transient absorption microscopy.

The real and imaginary parts of the dynamical conductivity were calculated by T. Stauber et al. [344] in the framework of
the continuum (low-energy) approximation developed in [3,367,372,387]. The direct calculation of Im[σ(ω)] is impossible
because it requires the integration over a wide energy range, including energies far beyond the low-energy approximation.
The authors [344] obtained a regularized Kramers–Kronig relation allowing to calculate the imaginary part of the dynamical

http://dx.doi.org/10.1021/nl500823k
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conductivity in this case. Their approach is based on the observation that at high frequencies, the real part of the conductivity
is equal to 2σ0, where σ0 = e2/4h̄ is the background conductivity of single-layer graphene. As a result, they obtained the
following equation

Im σ(ω) =
2
πω

?
∞

0
dω′

ω′2
[Re σreg(ω′)− 2σ0]
ω2 − ω′2

, (248)

where the bar in the integral represents the principal part. In this equation, σreg is the regular part of the total conductivity
not including the δ-peak at zero frequency. The authors [344] calculated Re(σreg) numerically according to the relation

Re

σreg(ω)


=

4πe2

h̄ω


nm


d2k
(2π)2

[nF(εnk)− nF(εmk)]
⟨mk|ĵx|nk⟩

2 δ[ω − (εmk − εnk)/h̄], (249)

where εnk and |nk⟩ are the eigenenergy and the eigenstate of the low-energy Hamiltonian, with n being the band index, and
ĵx = −∂Ĥ/∂kx. The total conductivity, then becomes

σ(ω) = πDδ(ω)+ σreg(ω), (250)

where D is the Drude weight, which is related to the imaginary part of σ as

D = lim
ω→0

[ωImσ(ω)] . (251)

Using Eqs. (248)–(251), the authors of Ref. [344] numerically calculated the Drude weight as a function of the chemical
potentialµ. When the twist angle exceeds a critical value (which was estimated [344] as θc ∼= 1.05°), for smallµ, the Drude
weight is approximately twice of its value for single-layer graphene,

D(µ) ≈ 2D0(µ), D0(µ) =
e2µ
π h̄2 . (252)

If the chemical potential µ grows, the linear increase eventually changes to a sharp decrease. This happens when the
chemical potential becomes larger than the low-energy VHS energy. After this, D starts increasing again until µ reaches
the next VHS, where D(µ) also has a dip, and so on. The function D(µ) never exceeds twice of its value for single-layer
graphene for any µ.

The situation changes drastically for angles θ < θc . In this case, the Drude weight at lowµ increases initially much faster
than 2D0(µ), but then, at larger values of µ (about the width of the peak in the DOS existing at θ < θc), it drops down
to almost zero, indicating the existence of a flat band at low energies. At some twist angles, the Drude weight vanishes
completely and the transport gap exists in the system at non-zero µ.

Experimental data for interlayer conductivity as a function of θ for a tBLG sample was reported recently in Ref. [449]. The
measured room-temperature conductivity demonstrated pronounced peaks at θ = 21.8° and θ = 38.2°. It is easy to check
that the former angle corresponds to the (1, 1) structure with the smallest possible supercell size, the latter angle is for the
(1, 3) structure, which is conjugate to (1, 1).

13.5.2. Plasmons
Knowledge of the imaginary part of the dynamical conductivity allows, in particular, to calculate the plasmon excitation

spectrum in twisted bilayer. This was done in Ref. [344] in the random-phase approximation. The plasmon spectrum is
derived from the solution of the equation ϵ(k, ω) = 0, where ϵ(k, ω) is the dielectric function. The RPA result for the tBLG
is [344]

ϵ(k, ω) = 1 +
2π i
ϵs

|k|

ω
σ(ω), (253)

where ϵs is the dielectric constant of the substrate. When the chemical potential lies below the low-energy VHS, the
real part of the conductivity is strongly suppressed in the frequency range 0 < ω < 2µ [see Fig. 55(e)], Reσreg(ω) ≈ 0.
Thus, well defined (low damped) plasmons can exist at these frequencies. At small frequencies, one can use the expansion
Imσ(ω) ≈ D/ω, and obtain from Eq. (253) the following dispersion relation for this type of plasmons

ωp(k) ∼=


2πD|k|

ϵs
, (254)

where D is given by Eq. (252). In general, the real part of the conductivity is non-zero, and the plasmons have a non-zero
damping. The dispersion relation in this case is determined from the peak in the loss function

S(k, ω) = −Im[1/ϵ(k, ω)].
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The authors [344] discussed different types of plasmonic excitations in twisted bilayers, in particular, ‘‘transverse plasmons’’
mentioned in Section 12.

13.5.3. Interlayer conductivity
Interlayer transport has been studied by R. Bistritzer and A.H. MacDonald [444] in the low-energy approximation. The

authors considered both linear and non-linear regimes. The current I , flowing between two layers with a non-zero potential
difference V , was found using second-order perturbation theory in powers of the interlayer coupling. Both commensurate
and incommensurate structures were discussed. In the linear regime, one can introduce the conductance G = [I(V )/V ]V→0,
and the time constant τRC of the effective resistor–capacitor circuit (RC-circuit) corresponding to the bilayer,

τRC = S/(4πGc0) ∼= 0.027S/G,

where S is the sample’s area and c0 ∼= 3.3Å is the interlayer distance. The rate 1/τRC ∝ G as a function of the twist angle is
shown in Fig. 58. The conductance depends substantially on θ : it increases for commensurate angles. For example, the curve
in Fig. 58 shows six maxima corresponding to the superstructures (2, 1) (θ ∼= 13.2°), (1, 1) (θ ∼= 21.8°), (2, 3) (θ ∼= 27.8°),
(1, 2) (θ ∼= 32.2°), (1, 3) (θ ∼= 38.2°), and (1, 6) (θ ∼= 46.8°). Ref. [444] also considered a non-linear regime, and calculated
the IV characteristics for different twist angles. The IV curves are very sensitive to the commensuration of the underlying
structure. In particular, at small bias voltage, the current for commensurate angles is several orders ofmagnitude larger than
that for close incommensurate angles. For larger V , a region of negative differential conductance exists for commensurate
angles, whereas for incommensurate angles the value of dI/dV is always positive.

13.5.4. Klein tunneling
The transmission probability of the tunneling through the potential barrier in twisted bilayer graphenewas calculated by

W.-Y. He et al. in Ref. [450]. The authors used a simple 2×2model Hamiltonian given by Eq. (185). The potential barrier has a
rectangular shape. It is infinite in the y direction and has a widthD in the x direction [see Fig. 59(a)]. Despite the simplicity of
the model Hamiltonian, no analytical expression was derived for the transmission probability T . They [450] calculated T as
a function of the incident angle ϕ, energy of incident electrons E, and the height of the barrier U0. Analyzing the dependence
T = T (ϕ), the authors revealed the existence of angles, at which T = 1. Such a behavior is similar to that for single-layer
graphene, aswell as for AA andAB-stacked bilayers, aswe discussed in Section 4.2. The transmission probability of normally-
incident electrons, ϕ = 0, as a function of the electron energy is shown in Fig. 59(b). At small energies, T is nearly 1 as in
the case of single-layer graphene or AA-stacked bilayer graphene. When E increases, T (E) exhibits several oscillations and
then vanishes at higher energies. It was noted [450] that the normal tunneling becomes zero for E > 2EvHs, where EvHs is the
energy of the VHS. Thus, at high energies the twisted bilayer behaves as a Bernal stacked bilayer. They [450] also analyzed
the behavior of the transmission probability T as a function of barrier’s height. Fig. 59(c) presents the results for the normal
transmission probability as a function of the parameter ∆U = U0 − E. The transmission probability oscillates with ∆U ,
which can be explained by a geometrical resonance. The period of such oscillations scales as 1/D. It is interesting that at
relatively high energies the tunneling is suppressed in some region of ∆U near ∆U = 0. The authors [450] attribute this
fact to the absence of propagating wave solutions to the Schrödinger equation inside the barrier when∆U is close to zero.

http://dx.doi.org/10.1103/PhysRevB.81.245412
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Fig. 59. (Color online) Klein tunneling in twisted bilayer graphene. (a) Schematic diagram of the system. The electron with energy E tunnels through the
potential barrier of height U0 = E + ∆U and width D in the x direction. The barrier is infinite along the y direction. (b) Transmission probability of the
normally-incident electrons versus incident energy E, calculated for different values of∆U . (c) Transmission probability as a function of∆U calculated for
three values of the energy of the incident electrons. Reprinted figures with permission fromW.-Y. He et al., Phys. Rev. Lett., 111, 066803 (2013). Copyright
2013 by the American Physical Society. http://dx.doi.org/10.1103/PhysRevLett.111.066803.

14. Conclusions

Bilayers of graphene are interesting objects for further investigations. Their electronic properties are stacking-dependent,
and, inmanyways, differ from those of the single-layer graphene. The bilayers have a number electronic and electrodynamic
features, which may be of importance for fundamental research and possible applications.

The bilayers are studied intensively in recent years. In 2014 and in the first half of 2015 only, more than 1100 papers on
this subject were published. However, despite significant efforts, several problems concerning the electronic properties of
the graphene bilayers are still unsolved. For example, we discussed the issues related to identification of ordered states in AB
bilayer graphene and a gap in its electronic spectrum. Different theoretical approaches predict different results. Moreover,
experimental observations of the gap opening are also controversial in many cases. Whether these discrepancies are due to
the sample quality or the reasons lie in the intrinsic properties of the bilayer graphene is not clear.

Naturally, we are unable to overview here all questions concerning the properties of graphene bilayers. Analysis of effects
of dopants, adsorbed atoms, special substrates and change in chemical composition of the layers is the next step in the study
of bilayer graphene-based systems. In this review we have restricted ourselves to pure carbon bilayer graphene. We also
presented here only a brief discussion of some specific fields (for example, photonics) referring the interested reader to
recent reviews on these subjects.
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