Enhanced-Fidelity Ultrafast Geometric Quantum Computation Using Strong Classical Drives
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We propose a general approach to implement ultrafast nonadiabatic geometric single- and two-qubit gates by employing counter-rotating effects. This protocol is compatible with most optimal control methods used in previous rotating-wave approximation (RWA) protocols; thus, it is as robust as (or even more robust than) the RWA protocols. Using counter-rotating effects allows us to apply strong drives. Therefore, we can improve the gate speed by 5–10 times compared to the RWA counterpart for implementing high-fidelity (≥ 99.99%) gates. Such an ultrafast evolution (nanoseconds, even picoseconds) significantly reduces the influence of decoherence (e.g., the qubit dissipation and dephasing). Moreover, because the counter-rotating effects no longer induce a gate infidelity (in both the weak and strong driving regimes), we can achieve a higher fidelity compared to the RWA protocols. Therefore, in the presence of decoherence, one can implement ultrafast geometric quantum gates with ≥ 99% fidelities.
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I. INTRODUCTION

Quantum computers promise to drastically outperform classical computers on certain problems, such as factoring, (approximate) optimization, boson sampling, or unstructured database searching [1–7]. To realize a quantum computer, one key ingredient is to realize high-fidelity quantum gates, especially, single- and two-qubit gates. This is because any unitary transformations, including multiqubit gates, can be decomposed into a series of single-qubit operations along with universal two-qubit gates (see, e.g., Refs. [4,5,8–18]). However, gate infidelities, due to decoherence, impede the physical implementation of large-scale quantum computers [3]. Many efforts have been made to solve the above problems. Among them, quantum geometric gates [19–39], based on Abelian [40] and non-Abelian [41,42] geometric phases, have become promising because geometric phases are determined by the global properties of the evolution paths and are intrinsically noise resilient against certain types of local noises. For instance, it has been demonstrated [25,27,43] that geometric phases are robust against fluctuations described as Ornstein-Uhlenbeck processes, i.e., stationary, Gaussian, and Markovian noises, which have a Lorentzian spectrum.

However, a geometric gate is relatively slow because it consumes extra resources to eliminate dynamical phases. Noise may accumulate in a slow evolution, thus reducing the gate fidelity. Though some efforts have been made [26,33,44–49], only little progress has been achieved in speeding up the gates. In particular, working under the rotating-wave approximation (RWA), it is challenging to accelerate the gates using finite-interaction strengths, which are much smaller than the qubit transition frequency [39].

The above problem motivates us to employ counter-rotating terms (which are usually neglected in many previous protocols) for nonadiabatic geometric quantum
computation (NGQC), so that one can apply strong interactions to achieve ultrafast and high-fidelity computation [50–52].

In this paper, we propose a general approach for ultrafast NGQC using driven two-level systems. Using strong drivings effectively shortens the gate time to nanoseconds (even picoseconds), and, thus, significantly reduces the influence of decoherence [53–59]. The effective Hamiltonian obtained by the Floquet theory [60,61] possesses a RWA-like form. Thus it is compatible with most optimal control methods [33,36–38,48,62–66], which have been applied under the RWA, such as the recently developed methods of super-robust geometric control [38] and doubly geometric quantum control [37].

The proposed protocol can avoid the negative effects caused by the counter-rotating (CR) interactions, including the Bloch-Siegert (BS) shift, which may shift the qubit transition frequency and induce additional systematic noise in the system. Thus, this protocol can suppress systematic noise better than the usual RWA counterpart. We also generalize the protocol to, e.g., two-qubit holonomic gates, using strong qubit-qubit couplings. Therefore, this protocol can be a possible replacement for conventional gates, using strong qubit-qubit couplings. Therefore, this protocol can be a possible replacement for conventional RWA methods, and to improve the speed and fidelity of the NGQC. Our approach is different from previous non-RWA methods, and to improve the speed and fidelity of the protocol can be a possible replacement for conventional gates, using strong qubit-qubit couplings. Therefore, this protocol can be a possible replacement for conventional RWA methods, and to improve the speed and fidelity of the NGQC. Our approach is different from previous non-RWA protocols, e.g., Refs. [50–52,67–69], which work for specific targets.

II. EFFECTIVE HAMILTONIAN UNDER STRONG DRIVES

We consider a two-level atom (with ground state |g⟩ and excited state |e⟩) driven by a two-tone drive with the same frequency ω, different amplitudes Ωn(t), and phases φn (n = 0, 1). The Hamiltonian reads (hereafter, ħ = 1)

\[ H(t) = \frac{\omega}{2} \sigma_z + \sum_{n=0,1} \Omega_n(t) \cos(\omega t + \phi_n) \sigma_x, \]

(1)

where \( \sigma_n (n = x, y, z, +, -) \) are Pauli matrices. For weak drivings (i.e., \( \Omega_n \ll \omega, \omega_q \)), we can perform

\[ H_I = \exp \left( i \frac{\omega}{2} \omega t \sigma_z \right) \left[ H(t) - \frac{\omega}{2} \sigma_z \right] \exp \left( - i \frac{\omega}{2} \omega t \sigma_z \right) \]

\[ = \sum_n \left[ \frac{\exp\left(\phi_n \Omega_n(t)\right)}{2} \left(1 + e^{2i\omega t}\right) \sigma_- + \text{h.c.} \right] + \frac{\Delta_q(t)}{2} \sigma_z, \]

(2)

where \( \Delta_q = \omega_q - \omega \) is the detuning. The fast-oscillating term with \( \exp(\pm 2i\omega t) \) can be neglected under the RWA, and the effective Hamiltonian becomes

\[ H_{\text{RWA}}(t) = \frac{\Delta_q(t)}{2} \sigma_z + \sum_n \frac{\Omega_n(t)}{2} \left( e^{i\phi_n} \sigma_- + \text{h.c.} \right). \]

(3)

This Hamiltonian has been widely applied to holonomic computation [39]. However, the condition \( \Omega_n \ll \omega, \omega_q \) limits the gate speed. When we choose a relatively strong driving amplitude, e.g., \( \Omega_n \sim 0.1 \omega \), the neglected CR effect (which includes the BS shift) can induce an infidelity (see the black-dashed-dotted curve in Fig. 1). Here, the BS shift calculated by the second-order process is

\[ H_{\text{BS}} = \sigma_z \sum_n \frac{\Omega_n^2(t)}{8\omega}. \]

(4)

Accordingly, the effective Hamiltonian becomes

\[ H_{\text{RWA-BS}}(t) = H_{\text{RWA}}(t) + H_{\text{BS}}. \]

(5)

For simplicity, the RWA-based protocol considering the BS shift is denoted hereafter as the “RWA-BS” protocol. When this BS shift is considered, the phase mismatch can be fixed (see the green-dotted curve in Fig. 1). However, the actual dynamics (red-solid curve) is still not in good agreement with the effective dynamics (green-dotted curve).

To implement NGQC with the CR terms, we transform the Hamiltonian \( H(t) \) with a time-dependent generator [60,61]

\[ S(t) = \exp \left[ i \frac{Z}{2} \sin(\tau) \sigma_z \right], \]

(6)

resulting in

\[ H'(t) = S(t) H(t) S(t)^\dagger - i S(t) \dot{S}(t)^\dagger \]

\[ = \frac{\omega}{2} \cos \left( Z \sin(\tau) \right) \sigma_z \]

\[ + \frac{\omega}{2} \sin \left( Z \sin(\tau) \right) \sigma_y \]

\[ + \left[ \Omega_0(t) - \frac{Z}{2} \right] (\omega + \phi_0) \cos(\tau) \sigma_x \]

\[ - \frac{Z}{2} \sin(\tau) \sigma_x + \Omega_1(t) \cos(\omega t + \phi_1) \sigma_x, \]

with a real time-dependent parameter \( Z \) to be determined below. The last-line expression in \( H'(t) \) can be removed by choosing \( \Omega_1 = \dot{Z}/2 \) and \( \phi_1 = \phi_0 - \pi/2 \). Then, using the identity

\[ \exp \left[ i Z \sin(\tau) \right] = \sum_{m=-\infty}^{\infty} J_m(Z) \exp(i m \tau), \]

(7)
FIG. 1. Population of the ground state $|g\rangle$ in the laboratory frame governed by the Hamiltonians under different approximation protocols: $H(t)$ in Eq. (1), $H_{\text{CHRW}}(t)$ in Eq. (12), $H_{\text{RWA}}(t)$ in Eq. (3), and $H_{\text{RWA-BS}}(t)$ in Eq. (4). We choose parameters $\Delta_q = \Delta_d = 0.1\omega$, $\Omega_0 = 0.1\omega$, and $\Omega_1 = 0$. Note that each curve is calculated using the corresponding Hamiltonian after its transformation back to the laboratory frame.

The Hamiltonian $H'(t)$ becomes

$$H'(t) = H_0'(t) + H_1'(t) + H_2'(t),$$

$$H_0'(t) = \frac{\omega_q}{2} J_0(Z) \sigma_z,$$

$$H_1'(t) = \tilde{\Omega}_0(t) \cos(\tau) \sigma_x + \omega_q J_1(Z) \sin(\tau) \sigma_y,$$

$$H_2'(t) = \omega_q \sum_{m=1}^{\infty} J_{2m+1}(Z) \sin[(2m+1)\tau]\sigma_y$$

$$+ \omega_q \sum_{m=1}^{\infty} J_{2m}(Z) \cos(2m\tau) \sigma_z,$$

where $J_m(Z)$ is the $m$th-order Bessel function of the first kind and

$$\tilde{\Omega}_0(t) = \omega_q J_1(Z),$$

is the effective driving amplitude. The Hamiltonian $H_2'(t)$ includes all higher-order harmonic terms, which can be neglected for $Z \in [0, 1]$ [57]. Note that this transformation is also valid for multilevel systems by defining a suitable generator $S(t)$ [53,56,59]. By assuming

$$\tilde{\Omega}_0(t) = \omega_q J_1(Z),$$

the effective Hamiltonian for the system now reads

$$H_{\text{eff}}(t) = H_0'(t) + H_1'(t)$$

$$+ \frac{\omega_q}{2} J_0(Z) \sigma_z + \tilde{\Omega}_0(t) \left( e^{i\phi} \sigma_+ + \text{h.c.} \right),$$

which possesses a RWA-like form. Because this Hamiltonian contains some counter-rotating terms, which are neglected in the standard RWA protocols, we denote it as a counter-rotating hybridized rotating wave (CHRW) Hamiltonian [55,57]. By expanding $\exp[i\phi(t) \sigma_z/2]$, we
obtain
\[ H_{\text{CHRW}}(t) = e^{i\Delta q/2} H_{\text{eff}}(t) e^{-i\Delta q/2} = \frac{\Delta q(t)}{2} \sigma_z + \tilde{\Omega}_0(t) \left[ e^{i\phi_0} \sigma_- + \text{h.c.} \right], \]

which takes the same form as Eq. (3) assuming \( n = 0 \). Here,
\[ \Delta q(t) = \omega_q J_0(Z) - \omega, \]
is the effective detuning, \( \omega_q J_0(Z) \) is the renormalized transition frequency of the qubit, and \( \tilde{\Omega}_0(t) \) is the effective driving amplitude. The renormalized quantities in the transformed Hamiltonian are directly induced by the CR effects. As shown in Fig. 1, the dynamics of the CHRW Hamiltonian \( H_{\text{CHRW}}(t) \) (after its transformation back to the laboratory frame) is mostly the same as that of the actual Hamiltonian \( H(t) \).

According to Eqs. (8) and (10), the limitation on the effective driving strength \( \tilde{\Omega}_0(t) \) is
\[ \tilde{\Omega}_0(t) \ll \min \left[ \frac{4 J_f(Z) m \omega}{J_{2m}(Z)} \right] \ll \frac{4 \omega J_0(1)}{J_2(1)} \approx 15 \omega, \]

In contrast to Eq. (14), the limitation on the RWA protocol is
\[ \frac{\tilde{\Omega}_0(t)}{2} \ll 2 \omega. \]

That is, the CHRW protocol can be approximately 7.5 times faster than the RWA protocol because the speed of the protocol is inversely proportional to the effective driving strength (i.e., the left-hand sides of the inequalities).

To check the range of validity of the above approximations, we define an initial-state-independent fidelity [70,71]
\[ \bar{F} = \left[ \text{Tr} (MM^\dagger) + |\text{Tr}(M)|^2 \right] / (D^2 + D), \]

where,
\[ M = \mathcal{P}_c U_{\text{eff}}(t) U_{\text{act}}(t) \mathcal{P}_c, \]

and \( \mathcal{P}_c \) (\( D = 2 \)) is the projector (dimension) of the qubit subspace. The evolution operators \( U_{\text{eff}}(t) \) and \( U_{\text{act}}(t) \) describe the effective and actual dynamical evolutions governed by the approximate Hamiltonian \( H_{\text{RWA}}(t) \) or \( H_{\text{CHRW}}(t) \) and the total Hamiltonian \( H(t) \), respectively.

Note that the CR effect always influences the system dynamics. To show clearly such influences in a long-time evolution, we define an average fidelity, \( F = 1/T \int_0^T dt \bar{F} \), which averages the fidelities \( \bar{F} \) over time, where \( T \) is the total evolution time. This average fidelity evaluates well the error caused by the CR effect. Moreover, because \( U_{\text{act}}(t) \) describes a set of universal quantum gates, \( \bar{F} \) is also the average fidelity of this set of gates.

For \( F = 1 \), the effective dynamics is exactly the same as the actual one. Using this definition, in Fig. 2, we show that for \( \Omega_0(t) \sim \omega/2 \) (a strong driving), the CHRW protocol (see the red-dotted curve) is valid to describe the system dynamics, while the RWA (see the green-dashed curve) is invalid even when the BS shift is considered (blue-solid curve). Such a strong driving can significantly accelerate the evolution, allowing ultrafast quantum computation. Note that the BS shift obtained by the second-order process is valid only for \( \tilde{\Omega}_0(t) \ll \omega \). For \( \Omega_0(t) > \omega/2 \), it may induce a greater infidelity [see the blue-solid curve in Fig. 1(a)] even compared to the RWA protocol.

III. IMPLEMENTING FAST NONADIABATIC GEOMETRIC GATES

Obviously, \( H_{\text{CHRW}}(t) \) in Eq. (12) has exactly the same form as \( H_{\text{RWA}}(t) \) in Eq. (3). Therefore, the proposed protocol is compatible with the majority of the pulse-design methods [22,23,31,34,36–38], which have been applied for geometric quantum computation under the RWA. For a cyclic evolution, we can choose the gate time \( T = k \pi / \omega \) (\( k = 1, 2, 3, \ldots \)) and \( S(0) = S(T) = 1 \), so that the unitary
transformations do not affect the geometric property of the evolution \([40–42]\).

According to the Lewis-Riesenfeld theory \([72]\), the evolution of the system governed by \(H_{\text{CHRW}}(t)\) can be described as \([73–77]\) (see more details in Appendix A),

\[
|\phi_+(t)\rangle = e^{iR_+(t)} \left[ i e^{-i\alpha} \sin(\beta/2), \cos(\beta/2) \right]^T,
\]

or its orthogonal counterpart

\[
|\phi_-(t)\rangle = e^{iR_-(t)} \left[ \cos(\beta/2), i e^{i\alpha} \sin(\beta/2) \right]^T.
\]

Here, \(R_\pm(t)\) are the Lewis-Riesenfeld phases, including dynamical and geometric phases, \(\alpha\) and \(\beta\) are auxiliary parameters to be determined below, and the superscript \(\text{"T"}\) is the transposition operator.

To eliminate the dynamical phase, we can choose the parameters \(\hat{\Delta}_q(t) = -\dot{\alpha} \sin^2 \beta\), and

\[
\hat{\Omega}_0(t) \cos \phi_0 = \frac{1}{4} \left[ \dot{\alpha} \sin(2\beta) \sin \alpha - 2 \dot{\beta} \cos \alpha \right],
\]

\[
\hat{\Omega}_0(t) \sin \phi_0 = \frac{1}{4} \left[ \dot{\alpha} \sin(2\beta) \cos \alpha + 2 \dot{\beta} \sin \alpha \right],
\]

resulting in

\[
\langle \phi_\pm(t) | H_{\text{CHRW}}(t) | \phi_\pm(t) \rangle = 0. \tag{20}
\]

Moreover, the equations of motion for the geometric phases read

\[
\dot{\Theta}_\pm(t) = \pm \dot{\alpha} \sin^2 (\beta/2). \tag{21}
\]

Hence, after a cyclic evolution, which is obtained by choosing \(\alpha(T) = \alpha(0) \pm 2n_\alpha \pi\) and \(\beta(T) = \beta(0) \pm 4n_\beta \pi\) \([n_{\alpha(\beta)} = 0, 1, 2, \ldots]\), the evolution operator at the gate time \(T\) becomes

\[
U_{\text{eff}}(T) = \sum_{k=\pm} \exp \left[ i \Theta_k(T) \right] |\phi_k(0)\rangle \langle \phi_k(0)|,
\]

which is a universal single-qubit gate.

In this paper, we focus on how the CR effects can shorten the gate time. Therefore, for simplicity, we choose time-dependent parameters

\[
\alpha = \alpha(0) + \pi \left[ 1 - \cos (\pi t/T) \right],
\]

\[
\beta = \beta(0) + \Lambda \sin^2 \left( \pi t/T \right), \tag{23}
\]

so that \(S(0) = S(T) = 1\), where the parameter \(\Lambda\) is numerically obtained according to the geometric phases \(\Theta_\pm(T)\).

The parameters chosen for implementing some single-qubit gates are listed in Table I. Thus, substituting Eq. (23) into Eq. (19), we can numerically obtain the expressions for \(Z\) and \(\phi_0\), and, afterwards, the driving amplitudes \(\Omega_0(t)\) and \(\Omega_1(t)\).

According to the fiber bundle theory, different frames can have all well-defined geometric quantities \([40–42]\). Indeed, the geometric phases defined in different frames satisfy the same property, which is essential to the definition of geometric phases, i.e., they are invariant under distinct connections and gauge potentials.

For instance, to implement the Hadamard gate using the parameters listed in Table I, the numerical solutions for \(Z\) and \(\phi_0\) are shown in Fig. 3(a). Accordingly, we show the driving amplitudes and detuning in Fig. 3(b). For \(T = 5\pi/\omega\), the peak value of the driving amplitude \(\Omega_0(t)\) is approximately 0.15\(\omega\). With such a strong driving, the RWA becomes invalid to obtain a high-fidelity \((\tilde{F}_\text{HI} \gtrsim 99.99\%)\) Hadamard gate [see the green-dashed and blue-solid curves in Fig. 4]. Note that a functional quantum gate should be very precise, typically with a relative error \(\lesssim 10^{-4}\) [see the yellow-shaded area in Fig. 4] \([78]\).

In contrast to this, the CHRW protocol can implement high-fidelity quantum gates using strong drivings. As a result, the gate time of the Hadamard gate can be shortened to \(T \sim 5\pi/\omega\). Considering an implementation of the CHRW protocol using natural or artificial atoms, the driving frequency is \(\omega \sim 2\pi \times 5\) GHz and the gate time is only \(T \sim 0.5\) ns.

Note from Eqs. (19) and (23) that the effective driving amplitude \(\Omega_0(t)\) is inversely proportional to the gate time.
time $T$. Therefore, instead of discussing the driving amplitude, analyzing the gate time can highlight the advantages (e.g., speed) of the CHRW protocol. For implementing various quantum gates, the comparisons of the gate speeds for the CHRW, RWA-BS, and RWA protocols are shown in Table II. Generally, the shortest gate times to achieve high-fidelity gates for the CHRW protocol are 5–10 times shorter than those for the RWA protocol. The RWA-BS protocol also can improve the gate speed by 3–4 times, compared to the RWA protocol. These indicate that using the CR effects can effectively improve the gate speed for holonomic computation. For simplicity, the following discussions focus on the Hadamard gate.

**IV. ROBUSTNESS AGAINST PARAMETER IMPERFECTIONS**

Imperfections in the drives are a major source of noise for the discussed system. The parameter $X \in [\Omega_{0}(t), \Delta_{q}(t), \phi_{0}(t), T]$ with these imperfections should be corrected as $X' = X (1 \pm \delta X)$, where $\delta X$ denotes the noise rates. For systematic noise, $\delta X$ is a constant. For simplicity, we consider that the noise rates for different parameters are the same, i.e., $\delta \Delta_{q}(t) = \delta \Omega_{0}(t)$ are constants. In the presence of systematic noise, the gate infidelities for the three protocols are shown in Fig. 5(a), when choosing the same gate time $T = 16\pi/\omega$. As shown, for small noise rates, the CHRW protocol can suppress systematic noise much better than the RWA protocol; and better than the RWA-BS protocol. Therefore, for small noise rates [e.g., $\delta \Omega(t) = \delta \delta_{q}(t) \lesssim \pm 0.01$], it is still possible to implement quantum gates with fidelities $\gtrsim 99.99\%$.

For stochastic noise, $\delta X$ becomes a random number. We can assume $\delta X \in [-\epsilon, \epsilon]$ and numerically study its influence, where $\epsilon$ denotes the peak noise rate. Same as above, we now consider noise in $\Delta_{q}(t)$ and $\Omega_{0}(t)$, and show the gate infidelities $(1 - \bar{F})$ in Fig. 5(b). We find that stochastic noise affects the protocols very weakly. Such noise decreases the gate fidelities by approximately $10^{-4}$, approximately $10^{-3}$, and approximately $10^{-6}$ for the RWA (green curve), RWA-BS (blue curve), and CHRW

---

**TABLE II.** The shortest gate time $T$ (in units of $\pi/\omega$) required to implement some high-fidelity ($\bar{F} \geq 99.99\%$) gates for different protocols.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>NOT</th>
<th>Hadamard</th>
<th>Phase $\pi$</th>
<th>CNOT-like</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHRW</td>
<td>$\sim 5$</td>
<td>$\sim 6$</td>
<td>$\sim 6$</td>
<td>$\sim 5$</td>
</tr>
<tr>
<td>RWA-BS</td>
<td>$\sim 8$</td>
<td>$\sim 10$</td>
<td>$\sim 10$</td>
<td>$\sim 8$</td>
</tr>
<tr>
<td>RWA</td>
<td>$\sim 34$</td>
<td>$\sim 27$</td>
<td>$\sim 48$</td>
<td>$\sim 25$</td>
</tr>
</tbody>
</table>
(red curve) protocols, respectively. This shows that all the three protocols are robust against stochastic noise; and the CHRW protocol can be more robust than the other two.

**V. DECOHERENCE**

Note that an ultrafast evolution can significantly reduce the decoherence of a qubit. In the presence of decoherence \([79,80]\), the system dynamics is described by the master equation

\[
\dot{\rho} = -i[H(t), \rho] + \gamma D[\sigma_-]\rho + \gamma_\phi D[\sigma_z]\rho,
\]

(24)

where

\[
D[\sigma]\rho = o\rho o^\dagger - \frac{1}{2}\left( o^\dagger o\rho + \rho o^\dagger o \right)
\]

(25)

is the standard Lindblad superoperator and \(\gamma (\gamma_\phi)\) is the spontaneous emission (dephasing) rate. The fidelity of an output state \(|\phi_{\text{out}}\rangle\) is defined as \(F_{\text{out}} = \langle \psi_{\text{out}} | \rho(T) | \psi_{\text{out}} \rangle\).

\[ |\psi\rangle_{\text{in}} = \cos \theta_{\text{in}} |g\rangle + \sin \theta_{\text{in}} e^{i\phi_{\text{in}}} |e\rangle, \tag{26} \]

where \(\theta_{\text{in}} \in [0, 2\pi]\) and \(\phi_{\text{in}} \in [0, 2\pi]\) are two parameters determining the input state. For simplicity, we choose \(\theta_{\text{in}}\) and \(\phi_{\text{in}}\) as arithmetic progressions in the range \([0, 2\pi]\) and obtain the 10,000 input states. The comparison indicates that the CHRW approach can achieve much higher gate fidelities than the RWA-BS and the RWA protocols. Also, the RWA-BS protocol has higher fidelities than the RWA one. Moreover, for \(\gamma = \gamma_\phi = 2\pi \times 0.025\) MHz (which has been realized using superconducting qubits \([5,15,17,18,81,82]\)), the CHRW protocol can reach the threshold of \(10^{-4}\) required for quantum error correction \([83,84]\). This is difficult for the RWA protocol to match because reaching a higher fidelity requires a longer gate time (see Fig. 4), which, however, increases the influence of decoherence. This is one reason why it is still difficult to experimentally realize a single-qubit geometric gate with fidelity > 99.9% based on the RWA protocols \([35,85,86]\) (the coherence times of some superconducting qubits are now reaching 1 ms, as shown in Table III).

**VI. TWO-QUBIT GATES**

Two-qubit gates can be implemented with the evolution operator

\[
\tilde{U}_{\text{eff}}(t) = \frac{1}{2} \left( 1^a + \sigma_z^a \right) \otimes \mathbb{1} + \frac{1}{2} \left( 1^a - \sigma_z^a \right) \otimes U_{\text{eff}}(t),
\]

(27)

where \(\mathbb{1}\) is the unit operator and the superscript \(a\) denotes the additional qubit. The parameters used for the single-qubit gates can be directly applied to the two-qubit gates. Hence, when \(U_{\text{eff}}(T) = i\sigma_z\), \(U_{\text{eff}}(T)\) corresponds to a CNOT-like gate. Based on the evolution operator \(\tilde{U}_{\text{eff}}(t)\), we can reversely deduce the corresponding effective Hamiltonian as

\[
\tilde{H}_{\text{eff}}(t) = i\tilde{U}_{\text{eff}}(t) \tilde{U}_{\text{eff}}^\dagger(t) = \frac{1}{2} \left( 1^a - \sigma_z^a \right) \otimes H_{\text{eff}}(t). \tag{28} \]

This effective Hamiltonian is an approximation of the reference Hamiltonian

\[
\tilde{H}(t) = \frac{1}{2} \left( 1^a - \sigma_z^a \right) \otimes H(t), \tag{29} \]

which includes a dipole-dipole interaction \(\sigma_d^a \otimes \sigma_z\) \([87–89]\) and a tunable longitudinal coupling \(\sigma_d^a \otimes \sigma_x\) \([90–95]\).
TABLE III. Fidelities of geometric quantum gates using superconducting qubits. Coherence properties: energy relaxation time \((T_1 = 1/\gamma)\) and dephasing time \(T_2 = 1/\gamma_\phi\). In our protocol, we calculate the gate fidelity by averaging over 10,000 input states, which are uniformly distributed over the Bloch sphere.

<table>
<thead>
<tr>
<th>Year &amp; Ref.</th>
<th>Gate type</th>
<th>(\omega_q/2\pi) (GHz)</th>
<th>(\gamma/2\pi) (kHz)</th>
<th>(\gamma_\phi/2\pi)</th>
<th>(T_1) (µs)</th>
<th>(T_2) (µs)</th>
<th>Gate time (ns)</th>
<th>Fidelity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two-qubit rotation gates</td>
<td>112.8</td>
<td>~ 97.70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2021 [85]</td>
<td>Single-qubit rotation gates</td>
<td>~ 5.62</td>
<td>~ 15</td>
<td>~ 29</td>
<td>~ 10.5</td>
<td>~ 5.5</td>
<td>100</td>
<td>~ 99.50</td>
</tr>
<tr>
<td>2021 [86]</td>
<td>Controlled-NOT gate</td>
<td>~ 5.58</td>
<td>~ 12</td>
<td>~ 13</td>
<td>~ 2.1</td>
<td>~ 73</td>
<td>205</td>
<td>~ 90.50</td>
</tr>
<tr>
<td>Our protocol</td>
<td>Single- and two-qubit gates</td>
<td>~ 5</td>
<td>~ 25</td>
<td>~ 25</td>
<td>~ 6.4</td>
<td>~ 6.4</td>
<td>0.5</td>
<td>≥ 99.99</td>
</tr>
</tbody>
</table>

For the CNOT-like gate, the gate time to achieve a fidelity \(\geq 99.99\%\) is similar to that of the NOT gate, i.e., \(T \sim 5\pi/\omega\) for the CHRW protocol (see Table II). In the presence of decoherence, we assume that the two qubits have the same dissipation rates and show the gate fidelities in Fig. 6(b). As shown, the CHRW and the RWA-BS protocols have higher fidelities than those for the RWA protocol, indicating that employing CR effects can enhance the gate fidelities.

**VII. DISCUSSIONS**

The model discussed here is generic, so that the proposed proposal can be realized in a wide range of physical systems. One of the most promising devices to realize the CHRW protocol can be superconducting circuits [5,15,81,96–101], which have achieved strong interactions [15,100–102]. The needed time-dependent detuning or, equivalently, the time-dependent qubit transition frequency \(\omega_q\) can be controlled in general, e.g., by Stark shifts. The CHRW protocol has a higher speed and a higher fidelity than those of the RWA-BS protocol, because the effective Hamiltonian includes high-order terms in the BS shift obtained by the Floquet theory [57,60,61]. As a result, even in the weak-driving regime, i.e., \(\Omega_q(t) \ll \omega\), the CHRW protocol can achieve a higher fidelity than that for the RWA and RWA-BS protocols, as shown in Fig. 4. Note that to avoid the possible excitations to higher-energy levels, a system with strong anharmonicity should be used. Figure 7 shows the gate infidelities versus the frequency of the second-excited level of the atom. We can see that to achieve ultrafast quantum geometric gates using our CHRW protocol, a strong anharmonicity

\[
\omega_2 - \omega_q \gtrsim 10\omega,
\]

is needed, where \(\omega_2\) is the frequency of the second-excited level of the atom. In general, such a strong anharmonicity is possible using fluxonium and charge qubits [15,99–106].

**VIII. POSSIBLE IMPLEMENTATION WITH SUPERCONDUCTING CIRCUITS**

We now present a possible implementation with superconducting circuits for single-qubit gates. We consider a qubit circuit (see Fig. 8) formed by a capacitor \(C\), an inductor \(L\), and a Josephson junction with Josephson energy \(E_J\). The qubit is controlled by an external current \(I_{\text{out}}(t)\), which couples to the dimensionless flux variable \(\Phi\) through a mutual inductance \(M\). The system Hamiltonian is

\[
H_{\text{SC}} = H_0 + H_D,
\]

\[
H_0 = 4E_C Q^2 + \frac{E_L}{2} \Phi^2 - E_J \cos \left( \Phi + \frac{\Phi_0}{\Phi_0} \right),
\]

\[
H_D = \frac{M I_{\text{out}}(t) \Phi_0}{L} \Phi,
\]

where \(Q\) is the dimensionless charge operator, \(\Phi\) is the dimensionless flux operator, \(\Phi_0 = h/(2e)\) is the reduced flux quantum, and \(M\) is the mutual inductance. Other parameters are \(E_C = e^2/(2C)\) and \(E_L = \Phi_0^2/L\). Here, \(Q\) and \(\Phi\) satisfy the commutation relations \([\Phi, Q] = i\). When \(\Phi_0/\Phi_0 = \pi\) and \(E_L < E_J\), the anharmonicity of the Hamiltonian \(H_0\) is positive and can be adjusted to a large value [104,107].

![Graph](image_url)

**FIG. 7.** Gate infidelities \((1 - \bar{F})\) of the CHRW protocol when the second-excited level (of frequency \(\omega_2\)) of the atom is considered. Parameters for the plot are listed in Tables I and II.
According to the experiment in Ref. [104], we can choose $E_J/(2\pi) = 5$ GHz, $E_C/(2\pi) = 0.8$ GHz, and $E_L/(2\pi) = 1.1$ GHz, resulting in $\omega_{01}/(2\pi) = 0.3$ GHz and $\omega_{12}/(2\pi) = 3.5$ GHz, where $\omega_{01}$ ($\omega_{12}$) is the level transition frequency of the first (second) and second (third) eigenstates of $H_0$. The spontaneous emission and dephasing rates are $\gamma = 2\pi \times 0.6$ kHz and $\gamma_D = 2\pi \times 1.1$ kHz [104], respectively. Then, by accordingly choosing the parameters for the driving Hamiltonian $H_D(t)$, we can obtain the total Hamiltonian in Eq. (1), and thus, to realize our protocol.

**IX. CONCLUSIONS AND OUTLOOK**

We show that employing CR effects (using the CHRW and the RWA-BS protocols) can effectively improve the speed and fidelity of geometric quantum computation. When CR effects are considered in implementing single- and two-qubit gates, it is allowed to apply strong driving fields with amplitudes, which are comparable to the atomic transition frequencies. This significantly improves the gate speed, and, thus, reducing the influence of decoherence. Moreover, because the CR effects (e.g., the BS shift) are not neglected, we can avoid the additional dynamical noise induced by such an effect and further improve the gate fidelity. No specific design for the driving fields is required in the proposed protocol, and, thus, the protocol is compatible with most optimal control experimental methods used in previous works. The proposed protocol also can be generalized to multiqubit systems using strong couplings. Another application of the proposed protocol can be to multilevel (qudit) systems, such as a $\Lambda$-type system [33,48,64,65], which are compatible with other control methods to improve the speed and fidelity of quantum computation. All these advantages make our protocol possible to accelerate the previous RWA-based geometric and holonomic quantum computation, so as to improve the fidelity of the computation.
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**APPENDIX A: INVARIANT-BASED ENGINEERING**

For an arbitrary Hamiltonian $H(t)$, we can find a dynamical invariant $I(t)$ satisfying

$$i \frac{\partial I(t)}{\partial t} - [H(t), I(t)] = 0,$$

(A1)

so that the expectation values of $I(t)$ remain constant. According to the Lewis-Riesenfeld theory [72], the solution of the Schrödinger equation

$$i \frac{\partial}{\partial t} |\psi(t)\rangle = H(t)|\psi(t)\rangle,$$

(A2)

can be expressed as a superposition of the eigenstates of the invariant $I(t)$ as

$$|\psi(t)\rangle = \sum_n c_n \exp [iR_n(t)] |I_n(t)\rangle,$$

(A3)
where $c_n$ are time-independent amplitudes, $|\mathcal{I}_n\rangle$ are the eigenstates of $I(t)$, and $\mathcal{R}_n(t)$ are the Lewis-Riesenfeld phases:

$$ \mathcal{R}_n(t) = \int_0^t \left( |\mathcal{I}_n(t')\rangle \frac{\partial}{\partial t'} - H(t') \right) |\mathcal{I}_n(t')\rangle dt'. \quad (A4) $$

For the effective two-level Hamiltonians in Eqs. (3) and (23), the invariant $I(t)$ is found to be

$$ I(t) = \Xi_0 \begin{bmatrix} -\cos \beta & i \sin \beta \exp(-i\alpha) \\ -i \sin \beta \exp(i\alpha) & \cos \beta \end{bmatrix}, \quad (A5) $$

where $\Xi_0$ is a constant to keep $I(t)$ with dimensions of frequency. The eigenstates of $I(t)$ are

$$ |\mathcal{I}_+(t)\rangle = \begin{bmatrix} \sin \left( \frac{\beta}{2} \right) \exp(-i\alpha) \\ \cos \left( \frac{\beta}{2} \right) \end{bmatrix}, \quad (A6) $$

$$ |\mathcal{I}_-(t)\rangle = \begin{bmatrix} \cos \left( \frac{\beta}{2} \right) \\ i \sin \left( \frac{\beta}{2} \right) \exp(i\alpha) \end{bmatrix}. $$

Thus, we obtain the evolution paths in Eqs. (17) and (18), which are

$$ |\phi_{\pm}(t)\rangle = \exp[i\mathcal{R}_{\pm}(t)] |\mathcal{I}_{\pm}(t)\rangle. \quad (A7) $$

The relationships of the parameters can be obtained by substituting Eqs. (3), (23), and (A5) into Eq. (A1). Thus, we obtain Eqs. (17)–(19).
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