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1 Detailed Explanation of the Experimental Procedure
In this section, we provide a detailed explanation of our experimental procedure. We first pro-
vide a high-level description of the network shown in Fig. 1. Then, to provide an exhaustive
picture of how to construct and operate our experiment, we follow a pulses’ trajectories through
the network, discussing the effect of each element in Fig. 1 as we go along. After this, we briefly
discuss the protocols used to calibrate the various modulators in the network, and, finally, we
provide an in-depth discussion of our measurement procedures.

1.1 Overview of the Experimental Setup
Our basic network design consists of a long fiber loop, which we call the “main cavity.” We
divide the main cavity into time bins that are separated by the repetition rate of an input 1550 nm
mode-locked laser. The repetition rate is 250 MHz, so that the pulse separation is TR=4 ns. In
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our experiment, we set the length of the main cavity so that it supports 64 time-multiplexed
optical resonators.

To introduce topological behaviors into our network, we couple the pulses in the main cavity
through four optical delay lines. The delay lines couple each pulse of the network to other pulses
a fixed number of time bins away. To construct these delay lines, we insert a 1× 8 splitter and
a 1 × 8 combiner into the main cavity, and we construct additional paths between the splitter
and the combiner that differ in delay by integer multiples of the pulse separation time relative
to the section of the main cavity that lies between the splitter and the combiner. The delay lines
shorter than the corresponding section of the main cavity (labeled with a “−” in Fig. 1) couple
to “earlier” time bins, while the the delay lines longer than the corresponding section of the
main cavity (labeled with a “+” in Fig. 1 couple to “later” time bins. For our experiments, we
construct ±TR and ±4TR delay lines.

The delay lines establish the lattice type and the coupling lengths present on the lattice, but
to study topological tight-binding models we must also control the strength and phase of each
coupling. Accordingly, we insert intensity modulators (IMs) and phase modulators (PMs) into
the delay lines. These modulators set the intensities and phases of the network’s couplings so
that they correspond to the couplings of the topological model under study. For the models
studied in this work, the Su-Schrieffer-Heeger (SSH) model and the Harper-Hofstadter (HH)
model, it is only necessary to have either a phase modulator or an intensity modulator in each
delay line. However, one could insert an IM and a PM into each delay line to enable greater
control over the phase and intensity of each coupling.

1.2 Details of the Experimental Setup
Figure 1 details the optical, electronic, detection, and stabilization elements of our experiment.
Many of these elements are interdependent, so, to explain Fig. 1, we will start from the 1550 nm
mode-locked laser and follow each path to its terminus, discussing the components we en-
counter as we go.

The 1550 mode-locked laser produces a steady stream of pulses with a 250 MHz repetition
rate. These pulses first encounter a 50:50 splitter, which divides each pulse evenly between two
paths. Along the first of these paths, which is the leftmost path in Fig. 1, the pulses pass directly
to a 1.2 GHz photodetector. We pass the output of this detector through a 300 MHz low pass
filter, which isolates the 250 MHz component of the optical pulse train. We use this 250 MHz
signal as a reference clock for the FPGA used to generate the experiment’s modulator driving
signals. Clocking the FPGA with a sinusoid derived directly from the optical signal reduces any
drift between the FPGA’s electronics and the optical pulses.

The full details of the FPGA’s firmware are discussed elsewhere [1]. For the purposes of
this discussion, all that matters is that we load modulator driving waveforms from a PC onto
the various channels of the FPGA, and we use the computer to trigger each experiment. Upon
a trigger event, the FPGA outputs the waveform stored on each output channel. This waveform
passes through an amplification stage and is then transmitted to a certain modulator (see blue
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Figure 1: Detailed schematic of the experimental setup.
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dashed arrows in Fig. 1), where it modulates the pulses either before or in the network. The
amplitudes of the modulator driving waveforms are determined by a calibration procedure that
will be discussed in Section 1.3.

Let us now return to the 1550 femtosecond laser in the top left corner of Fig. 1 and follow the
path containing IM0. Directly after this intensity modulator is a Mach-Zehnder interferometer
(MZI) with PM0 and a “switch” in one arm. This MZI is used to calibrate PM0. In practice,
we implement the switch manually unplugging the fiber pigtail of PM0 from the input to the
main cavity and connecting it to the MZI. This MZI is used to calibrate the phase vs. voltage
response of PM0.

Continuing along the input to the main cavity, we next encounter an EDFA. This EDFA,
which sits before the main cavity increases the power in the main cavity without adding addi-
tional gain to the main cavity. Before adding this EDFA we found that the signal at the network’s
output was quite faint but that the network would go above threshold when we increased the
gain with the intracavity EDFA. Adding the EDFA before the main cavity enabled us to increase
our signal to noise ratio while remaining sufficiently below threshold. The filter directly after
the EDFA removes amplified spontaneous emission (ASE) generated by the EDFA.

We now arrive at the input to the main cavity, located at the top of Fig. 1. Pulses enter the
main cavity via a 90:10 splitter, which is configured so that 10% of the light from the laser is
passed into the main cavity. After this 90:10 splitter, the pulses pass through the intracavity
intensity modulator, IMC, and the second EDFA, which compensates for losses in the main
cavity and the delay lines. As with the first filter, the filter after the intracavity EDFA suppresses
ASE noise. After the filter, the pulses pass through a fiber stretcher and a fiber phase shifter
(FPS), which are used to stabilize the main cavity, before being split between the delay lines.

As mentioned above, the delay lines contain PMs or IMs that control the couplings between
the pulses. The delay lines also contain FPSs for stabilization, and they, along with the section
of the main cavity that lies between the splitter and the combiner, contain tunable free-space
delays. These tunable delays and phase shifters provide coarse and fine control over the length
of each optical path, respectively. This ensures that (1) that the main cavity is on resonance
and that (2) the delay lines interfere with the pulses in the main cavity when they meet at
the combiner. After the delay lines and the main cavity recombine, the pulses are passed to
another 90:10 splitter, which passes 10% of the cavity power to the experiment’s detectors. The
remaining light returns to the first 90:10 splitter at the input, where 90% of the light recirculates
through the main cavity.

At the output of the main cavity, we split our signal between two detectors using a 50:50
splitter. One detector is a “fast,” DC-coupled, 600 MHz detector, which we use to measure the
amplitudes of individual pulses. The second detector is a slow, kHz detector that is used to
stabilize the various paths of the network. We note that the SSH edge state data in the main text
was collected using an EDFA pre-amp and a DC-coupled 5 GHz biased detector in place of the
600 MHz detector.

To stabilize the main cavity and the four delay lines, we use a top-of-fringe dither locking
scheme for each path [2]. The lock-in modules in Fig. 1, which are Red Pitaya STEMLabs, send
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dither signals to the FPSs in each path. In order to minimize cross-talk between the locks, we
choose the frequency of each dither signal so that no one signal is a harmonic of any other. The
FPSs in each path dither the lengths of the paths at their respective dither frequencies, which
slightly modulates the interferences within network. This modulation is picked up by the setup’s
slow detector, and the lock-in modules in Fig. 1 demodulate the detector signal to generate error
signals that quantify each paths position relative to the constructive interference (top-of-fringe)
condition. The error signals are then fed to the lock-in modules’ built-in proportional-integral-
derivative (PID) controllers, which produce feedback signals to stabilize their respective paths.
In the case of the delay lines, we add the feedback signal to the dither signal, so that we dither
the delay lines and perform feedback on the same FPSs. In the case of the main cavity, we
dither an FPS (which permits a higher dithering frequency), but we apply the feedback signal
to a fiber stretcher. The fiber stretcher has a greater range than the FPS and is more convenient
for locking the main cavity, which is the longest path in the system.

The final element of Figure 1 is a National Instruments data acquisition tool (NI-DAQ),
which sets the bias of the network’s IMs. Using a custom graphical user interface (GUI), we
can either manually set the bias voltage of each IM or automatically set its bias to enable max-
imum or minimum throughput. If we choose to allow maximum or minimum throughput, then
the program monitors the output of IMs’ built-in photodiodes and adjusts the bias accordingly.
For the purposes of our experiments, we always bias IMC and IM±1 to maximize their through-
put, and we bias IM0 to minimize its throughput. We picture the modulator driving signals as
“opening” IM0 to let light into the cavity, while they selectively close the IMs in the network
either partially or completely during the experiments.

1.3 Modulator Calibration
To observe meaningful results in our network, we must calibrate the responses of each modula-
tor over a sufficient range of driving voltages. To mitigate the effects of long-term drifts in the
setup’s electronics, we perform our calibration procedure before each round of measurements.

To calibrate the IMs, we reconfigure the paths in Figure 1 so that, one-by-one, there is a
direct path from the laser, through each IM, to the 600 MHz detector. Then, using IM0, we send
100 consecutive pulses through this path, while applying a 100 step voltage ramp to these 100
pulses. This ramp varies from some negative voltage value to its equal and opposite positive
voltage value in equally spaced steps. We measure the amplitudes of these 100 pulses and apply
a polynomial fit to generate an amplitude vs. voltage plot. For each IM, we use its amplitude
versus voltage curve to select the proper driving voltages for a given experiment. Note that, to
calibration IM0, we apply the same voltage ramp to IM0 and measure the resulting amplitude
versus voltage plot.

To calibrate the phase modulators, we need a local oscillator to interfere each phase modu-
lated pulse with. Furthermore, we must calibrate each phase modulator in-place to ensure that
the timing information of the optical and electronic pulses is the same during the calibration as
it is during the experiments. This is why we build the MZI around the input PM, PM0. For the
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delay line modulators, we selectively block the free space portions of the delay lines to inter-
fere either the +4TR delay line or the −4TR delay line with the main cavity. The main cavity
therefore acts as reference path for these delay lines.

Once we have constructed an interferometer for each phase modulator, we calibrate it in
much the same way that we calibrate the intensity modulators. We sweep the phase modulator
driving voltage with the same 100 pulse sequence, and we use the measured amplitudes to
generate an amplitude versus voltage curve. Then, using the maximum and minimum points
of this curve as reference points, we convert the amplitude versus voltage curve into a phase
versus voltage curve. We use this phase versus voltage curve to assign driving voltages to a
given phase modulator in our experiments.

1.4 The Locking and Experiment Modes
To ensure that our optical network is stable during an experiment, we must run the dither locking
scheme described in Section 1.2 prior to the experiment and then transition from this “locking
mode” to an “experiment mode” to perform our experiment. We switch between these modes
using the FPGA in Fig. 1, which outputs different modulator driving waveforms in the locking
and experiment modes. In this section, we briefly detail the process of switching between the
locking and experiment modes and discuss how the optical response of our network appears on
our detector in the two modes. This section serves as a prelude to the next section, in which
the optical response in the locking mode plays a key role in accepting or discarding experiment
runs.

As briefly mentioned in Section 1.2, we bias IM0 to minimize its throughput. This allows us
to selectively open IM0 to send pulses into the main cavity during the experiment mode. How-
ever, during the locking mode, we would like to steadily inject pulses into all of the network’s
paths so that we can generate usable error signals from the output of the slow detector. There-
fore, in the locking mode, we program the FPGA to send a steady pulse train to IM0 to allow all
pulses to pass through the modulator. When the network is properly locked, we observe these
pulses as a constant stream of roughly equal amplitude pulses on the fast detector and as a DC
signal on the slow detector.

As we must change this input pulse pattern to run our experiments, we do not lock the paths
of our network during the experiment mode. However, in practice this is not an issue, as the
paths of our network drift on a millisecond timescale, while each experiment takes only a few
microseconds. A greater concern is to ensure that residual pulses from the locking mode have
completely dissipated before we inject pulses for an experiment. To avoid any overlap between
the locking and experiment modes, the FPGA shuts off its output for a programmable period
of time between exiting the locking mode and beginning the experiment mode. This closes
IM0 and gives the light in the network from the locking mode time to dissipate. The FPGA
implements a similar delay after the experiment before it resumes the locking mode.

For a typical experiment run, we observe the tail end of the experiment mode on our fast
detector, followed by our experiment mode. The tail end of the locking mode typically appears
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Figure 2: Example oscilloscope traces showing the locking and experiment modes and illus-
trating the measurement selection procedure. The amplitude during the locking cycle is slightly
greater in (a) than in (b). The trace in (a) passes our measurement acceptance procedure, while
the trace in (b) fails. Note that the individual pulses of the locking and experiment modes are
not visible at the timescales in these plots.

as a constant stream of pulses that exponentially decays once the FPGA shuts off its input. The
experiment cycle appears as an exponentially growing set of pulses that settle into a steady-state
at some amplitude. Examples of such oscilloscope traces are shown in Fig. 2.

1.5 Setting a Threshold to Accept or Discard Band Structure Measure-
ments

Our ability to record meaningful band structure data relies on our ability to determine when the
optical network is stable. If any of the paths of the experiment “fall off lock” at the moment
of our experiment, the relative phases of the pulses or the coupling phases of the delay lines
will change and will introduce error into our measurement. To mitigate this error, we adopt
a procedure to automatically cull data traces that fail to meet a certain “locking threshold,”
which we define as the metric by which we evaluate the stability of our experiment at any given
time. In this section we introduce our locking threshold and discuss how we use it discriminate
between “successful” and “unsuccessful” experiments.

In Section 1.4, we explained how the oscilloscope traces in Fig. 2 originated from the lock-
ing and experiment modes. Because all paths in the network are locked to constructive interfer-
ence, the amplitudes of the pulses during the locking modes provide a sense of how stable the
system is during the experiment mode. In particular, the fact that the amplitude of the pulses
during the locking mode are lower in Fig. 2(b) than in Fig. 2(a) tells us that the system fell off
lock before the experiment in Fig. 2(b). To efficiently collect data, we systematically reject data
traces that exhibit “low” pulse amplitudes during the locking cycle.
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To determine which traces should be discarded, we first establish a baseline amplitude for
the pulses during the locking cycle. This is done by running an arbitrary experiment on the
order of 50 times. For each experiment, we discard the data from the experiment mode and
average the amplitudes of the pulses in the locking cycle. We take the maximum average pulse
amplitude across these trials to be our baseline locking amplitude.

We next set a “threshold value” for discarding measurements. After collecting a data trace
during an experiment, we only accept a data trace if the percent difference between the trace’s
average locking-mode amplitude and the baseline amplitude is less than the threshold value.
For our SSH band structure measurements in the main text, we used a threshold of 2%. For
our measurement in the topological phase, we achieved a measurement acceptance rate of 90%,
while for our measurement at the phase transition point, we achieved a measurement acceptance
rate of 86%.

For HH edge state measurements, we did not take advantage of this measurement selection
scheme. However, given the high measurement acceptance rates of our band structure mea-
surements, we do not believe the selection procedure would significantly change HH edge state
results.

For the SSH phase transition and the SSH topological protection measurements, we used a
threshold of 5%.

1.6 Experimental Procedure
We next discuss the procedures used to perform the band structure and edge state measurements.
We will explain our measurement procedures in the contexts of the models studied in this paper,
but the same procedures can be extended to other models that can be mapped to our network.

1.6.1 Band Structure Measurements

A diagram of our band structure measurement procedure is shown in Figure 3. The delay line
couplings discussed above ensure that the eigenstates of our optical network are identical to
those of the condensed matter tight-binding model under study. For reasons we shall explain in
Section 3.1. We probe the eigenstates of the network by exciting them directly with the pulse
stream input into the network.

We begin our band structure measurements by numerically calculating the Bloch wave
eigenstates. We then generate the corresponding modulator driving signals to implement the
desired couplings and to generate the Bloch wave eigenstates using the modulators at the input
to the cavity. Because the SSH model with periodic boundary conditions (PBCs) exhibits dis-
crete spatial translation symmetry, the amplitudes of the Bloch wave eigenstates are uniform,
and we only need PM0, the PM before the network, to produce each Bloch wave. Meanwhile,
the two delay line IMs, IM±1 implement the staggered couplings of the SSH model, while we
disconnect the ±4TR delay lines to eliminate their couplings. Finally, we note that the intra-
cavity IM, IMC is unused for these band structure experiments. IMC allows us to control the
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boundary conditions or our synthetic lattice, and when it is unused, it enables PBCs in the
network.

To execute the experiment, we excite a particular Bloch wave eigenstate of the network and
record its steady-state amplitude. As we will discuss in Section 2, we can relate this steady-state
amplitude to the photonic dissipation rate in the network. This dissipation rate maps directly to
the energy of the SSH Hamiltonian.

We repeat this procedure for all 64 Bloch wave eigenstates of the system (there are 2 bands
and 32 eigenstates per band). With the complete set of measured steady-state amplitudes, we
generate a plot of steady-state amplitudes versus wavevector. Then, using the statistical proce-
dure outlined in Section 2, we transform the measured amplitudes into the SSH band structure.

1.6.2 Edge State Measurements

Our edge state measurements follow a procedure similar to that of the band structure measure-
ments, but there are a few differences. Here we will explain the edge state measurements in the
context of the Harper-Hofstadter (HH) measurement. The SSH phase transition measurement
discussed in the main text uses a nearly identical procedure, but the couplings are switched
halfway through the experiment.

A diagram of the HH edge state measurement procedure is shown in Fig. 4. We begin this
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procedure by numerically calculating one of the HH edge states, and we generate the necessary
modulator driving signals. The amplitudes of the edge state are not uniform, so we need to use
both IM0 and PM0 to encode the HH edge state from the 1550 nm laser’s output pulse stream.

When we work in the Landau gauge, we only need to apply hopping phases along one di-
rection of our two-dimensional lattice to implement the HH model. We introduce these hopping
phases with the PMs in the delay lines. Furthermore, as the hopping intensities are uniform in
the HH model, we only need the delay line IMs to turn off certain couplings so that we can
enforce finite boundary conditions along one direction of the synthetic lattice. While the delay
line IMs implement finite boundary conditions along one direction, the intracavity IM, IMC

implements finite boundary conditions along the other by suppressing pulses in the main cavity.
The effect of the IMs in the network is to ensure that we study a finite, 4 × 10 lattice in our
experiments.

As with our band structure measurements, we excite the network directly with the HH edge
states. When the delay line PMs are on and implement the correct phases, the edge state is an
eigenstate of the system. Therefore, we expect the edge state to resonate within the network.
However, when we turn off the delay line PMs, the edge state is no longer an eigenstate of the
system, and the light should no longer remain localized in the edge state as it resonates within
the network.
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2 Band Structure Analysis
As described in Section 1.6.1, we measure the steady-state amplitudes of the optical network’s
Bloch wave eigenstates, and we fit the measured amplitude versus wavevector plot to transform
the amplitudes into the SSH band structure. To extract a band structure from this type of mea-
surement, we must consider the error associated with measuring the steady-state amplitudes of
the individual eigenstates, the procedure used to fit the measured amplitudes, and the uncer-
tainty bounds placed on our fit parameters. Each of these points present their own challenges,
and we will address each of these challenges in turn.

2.1 A Single Amplitude Measurement
As we mentioned above, the Bloch wave eigenstates of the SSH model have uniform amplitudes
because the 1D chain with PBCs exhibits discrete translation symmetry. Given this, we would
expect that when we excite an eigenstate into the network, the resulting steady-state should also
have a uniform amplitude. However, in our experiments we observe some deviation from this
behavior for nonzero quasimomentum, k. In Fig. 5, we show two traces from the top band of our
SSH band structure measurement at the phase transition point (w = v). Figs. 5(a) and (b) show
the observed steady-state amplitudes of the SSH network at k = 0 and π respectively. While
the steady-state amplitude is constant across the entire pulse train for k = 0, the steady-state
amplitude of the Bloch wave at k = π exhibits periodic oscillations. Note that the period of
the oscillations are correlated with the phase rotation rate applied on PM0, which indicates that
the source of this discrepancy could be the phase errors on the input phase modulator PM0. For
example, the network response at k = π exhibits oscillations with a period of approximately
four pulses. This is the periodicity we would expect for a Bloch wave at k = π on a two-site
lattice like the SSH model.

To estimate the origin of this discrepancy, we simulate a simple 1D one-band model, H1D =
J
∑

x a
†
x+1ax + H.C. and look at the k = π/4 eigenstate excitation. In our experiment, a phase

of φ = 0 corresponds to PM0 being almost completely off (in practice, what is considered φ = 0
might be slightly shifted by the calibration). Therefore, we assume that the PM0 implements
φ = 0 accurately but that it undershoots the remaining phases in the Bloch wave. For example,
when φ > 0, we imagine that the phase modulator actually implements φ − α, for some small
α > 0. With these phases, we simulate the measurement procedure described in Section 1.6.1.
With J = 0.1, the intrinsic loss γ = 0.4, and α = π/10, the resulting steady-state amplitude
[Fig. 6] exhibits an oscillatory pattern similar to that observed in Fig. 5. These oscillations
can be reduced by decreasing the coupling strength, J , or by reducing the phase undershoot.
While the exact form of the phase error might be different, the qualitative agreement between
Figs. 5 and 6 provides compelling evidence that the observed amplitude oscillations arise due
to phase errors from PM0.

To mitigate the effect of these pulse-to-pulse amplitude oscillations on the band structure
measurements, we average over the pulse amplitudes of the steady-state network response. This
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procedure is justified by our simulations: despite the presence of amplitude oscillations, the av-
erage steady-state amplitude in Fig. 5(b) is only 1.5% from the expected steady-state amplitude.
Our network reaches a steady-state after only 3 or 4 roundtrips, and a full experiment lasts 10
roundtrips. With this long of a steady-state, we select a large portion of these final 6 roundtrips
to average over.

To generate more statistics for our band structure reconstructions, we acquire 5 data traces
at each point on a band structure, using the procedure discussed in Section 1.5 to verify the
stability of the network at measurement time. Using the same averaging window for each trace,
we compute the averages of the pulse amplitudes and the standard errors of these averages. We
use these averages and standard errors to reconstruct the band structure.

2.2 Reconstructing a Band Structure
Having devised a procedure to assign amplitudes to the measured steady states, we can now re-
construct the SSH band structure. To do this, we need a model to map the measured amplitudes
to the eigenvalues of the SSH model, which correspond to the dissipation rates of the network’s
Bloch wave eigenstates. Recall that the dynamical equation of our network is

da
dt

= (K − γ) a + P, (1)

where the matrixK represents the couplings of the SSH model, γ represents the intrinsic optical
losses, and P is a constant drive.

Note that if the dynamical matrix K is Hermitian, then it may also be thought of as an anti-
Hermitian Hamiltonian. For example, if we temporarily neglect γ and P, then we can rewrite
Eq. 1 as ∂ta = i(−iK)a. If K is Hermitian, then this equation is just the Schrödinger equation
with the anti-Hermitian Hamiltonian H = −iK.

If the constant drive P is an eigenstate of the system, then we can diagonalize Eq. (1). As
the network is initialized to zero amplitude, only one entry in the state vector is nonzero after
diagonalization, and we can replace Eq. (1) by a single, scalar differential equation:

dc

dt
= (λ− γ) c+ β. (2)

Here λ is the eigenvalue of K that corresponds to the eigenstate labeled by c. Solving for c, we
find:

c =
β

γ − λ
(
1− e−(λ−γ)t

)
. (3)

In our experiment, we measure (|c|2 + d) when t→∞, where d is the bias of our photode-
tector. Furthermore, to construct a fit model, we note that the β drive parameter can be absorbed
into the denominator of Eq. (3). The resulting model is

|c|2 =
1

(Γ− Λ)2 + d. (4)
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For the SSH model, λ = ±
√
w2 + v2 + 2wv cos (k), so we can express the specific model for

our band structure measurements as

|c±(k; x)|2 =
1(

Γ∓
√
W 2 + V 2 + 2WV cos (k)

)2 + d, (5)

where W = w/β and V = v/β. In addition to being a function of k, we let c± be a function
of the model parameters, x = (Γ,W, V, d). To reconstruct the SSH band structure, we use
the Metropolis-Hastings algorithm to construct a posterior distribution for the fit parameters in
Eq. (5). An advantage of using Markov chain Monte Carlo (MCMC) simulations to fit our data
is that the simulations provide both estimates for the fit parameters and Bayesian confidence
intervals for our estimates. Detailed descriptions of the Metropolis-Hastings sampler can be
found elsewhere [3]; here we will simply summarize the steps used in our implementation of
the algorithm.

We begin by defining a quantity called the acceptance ratio, A, defined as

A (x, y) = min

(
1,

p(y)L(d|y)q(x, y)

p(x)L(d|x)q(y, x)

)
. (6)

Here x is a vector of the current model’s parameters and y is a vector of a proposed model’s
parameters, L(d|x) is the likelihood function for the data d given the model with parameters
x, and p(x) is the prior distribution on the model parameters. The vector y is drawn from the
proposal distribution, q(x, y), which we take to be

q(x, y) ∝ exp

[
−1

2

∑
i

(
|xi − yi|2

η2
i

)]
(7)

for each fit parameter. The standard deviations, ηi, are parameters of the algorithm, and we
shall return to these values momentarily. Because the proposal distribution, Eq. (7), is even
with respect to xi − yi, the proposal distributions cancel in the numerator and denominator of
Eq. (6).

To make use of the acceptance ratio in the Metropolis-Hastings algorithm, we must define
the likelihood functions and the prior distribution. We assume that each measured amplitude
is distributed according to a normal distribution to its sample mean, di and standard error, σi.
Then the likelihood function can be written as

L(d|x) ∝ exp

[
−1

2

∑
i

∑
α=±

(
|di − cα (ki; x)|2

σ2
i

)]
(8)

where c± (ki; x) is the fit model defined by Eq. (5) evaluated at the quasimomentum k = ki that
corresponds to the measured amplitude, di.

There is considerably more latitude in our selection of the prior distribution. Given the best-
fit values of the parameters and the physical restrictions on the possible parameter values (e.g.
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the coupling parametersw and v should be positive), we selected the following prior distribution
for the band structure measurement at the phase transition point:

pw=v(x) ∝


0, V < 0
0, W < 0

0, Γ ≤
√
W 2 + V 2 + 2WV

1, Otherwise

(9)

Note that we need not specify the constants of proportionality in Eq. (8) or Eq. (9). As with the
proposal distribution, these constants will cancel in Eq. (6). For the band structure measurement
in the topological phase, we add the additional constraint that w > v:

pw=v(x) ∝


0, V < 0
0, W < 0
0, W > V

0, Γ ≤
√
W 2 + V 2 + 2WV

1, Otherwise

(10)

This validity of this constraint is easily verified by measuring the coupling strengths of our
network. Once again, we do not need to specify the constant of proportionality.

With the acceptance ratio and the distributions defined above, we run the Metropolis-Hastings
algorithm, which consists of four basic steps:

1. Propose a set of model parameters, y from the proposal distribution q(y, x), where x is
the set of current model parameters.

2. Compute logA(x, y).

3. Generate a random variable, t from unif (0, 1).

4. If log t ≥ logA (x, y), the set y as the current model parameters. Otherwise, retain x as
the current model parameters.

The “acceptance rate” (as opposed to the acceptance ratio) is defined as the rate at which we
update the current model parameters in Step (4). This rate is set by the standard deviation of the
proposal distribution in Eq. (7). We select ηi = 0.0015 for both band structure measurements
to achieve an acceptance rate of 39.7% for the measurement in the topological phase and an
acceptance rate of 31.3% for the measurement at the phase transition. Both acceptance rates lie
within the recommended 20%-50% range [3].

To generate sufficient statistics to construct confidence intervals, we run the Metropolis-
Hastings algorithm for 80,100,000 iterations. For each band structure measurement, we initial-
ize the algorithm with the best fit model of our nonlinear regression algorithm and use a warm-
up period of 100,000 iterations to ensure that our samples are independent of the initialization.
After this warm-up period, we collect samples only every 40,000 iterations to decorrelate the
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Figure 7: Autocorrelation plots for the Metropolis-Hastings algorithm run on the band mea-
surement at the phase transition point.
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Figure 8: Autocorrelation plots for the Metropolis-Hastings algorithm run on the band mea-
surement in the topological phase.
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samples. The autocorrelation plots in Figs. 7 and 8 verify that the samples for each parameter
are uncorrelated. With the chosen sampling rate, warm-up period, and total number of itera-
tions, we collect a 2,000 samples, which we use to compute the means and 95% confidence
intervals of the model parameters.

To quantitatively assess the quality of our band structure measurments, we are most in-
terested in the ratio of the coupling parameters w and v, as this ratio indicates where our
network lies relative to the topological phase transition. To estimate the mean coupling ra-
tio w/v = W/V , we use the output of our MCMC simulations to construct a distribution for
the ratio W/V . Then, we compute the mean and 95% confidence interval for this ratio. For the
band structure measurement at the phase transition point, we find W/V = 1.0 (0.76, 1.25), and
for the band structure measurement in the topological phase we find W/V = 1.42 (1.34, 1.49).
The quantities in parentheses are the 95% confidence intervals for the extracted parameters.
These numbers agree well with the expected values of 1.0 and

√
2 ≈ 1.414, which were the

intended coupling ratios of the network during these measurements.

3 Conservatively and Dissipatively Coupled Resonator Ar-
rays

In the main text, we analyzed our network with a Lindblad-like master equation. This ap-
proach illuminates connections between the dissipation engineering in our work and dissipation
engineering in open quantum systems. Here we present a coupled mode theory of both con-
servatively and dissipatively coupled resonators to compare our dissipative time-multiplexed
resonators with the conservatively coupled resonators previously studied in topological photon-
ics. Afterwards, we discuss the possibility of using dissipative coupling to emulate conservative
coupling within a certain bandwidth.

3.1 Coupled Amplitude Theory
Near resonance, systems of coupled resonators are well described by coupled-amplitude the-
ory [4]. For a conservatively coupled resonator array, we can describe the dynamics within the
coupled-amplitude approximation by,

dac
dt

= (iH − γ) ac + P(t). (11)

Here H is the coupling matrix, γ describes the optical losses of each resonator, and P(t) repre-
sents a time-varying drive. When γ,P(t)→ 0, Equation (11) closely resembles the Schrödinger
equation. In this limit, assuming that H is Hermitian, the solutions of Eq. (11) can be written
as linear combinations of plane waves. On the other hand, for a dissipatively coupled resonator
array, the dynamical equation within the coupled-amplitude approximation is

dad
dt

= (K − γ) ad + P(t). (12)
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Equation (12)’s eigenfuctions are real exponentials when K is Hermitian. Here we explain how
topological behaviors can arise in the dissipation of such a dissipatively coupled system.

For comparison, we first solve Eq. (11) to show that, by exciting a conservatively coupled
system with a particular frequency ω, one predominantly excites eigenstates in the vicinity of
that frequency ω. We transform Eq. (11) into a rotating frame by defining ac = ãceiωt and
P = P̃eiωt. We obtain

dãc
dt

= [i(H − ω)− γ] ãc + P̃(t). (13)

Next, we diagonalize H by defining H = SΛS−1, with Λ = diag{. . . , λi, . . . }. Defining
c = S−1ãc and Pc(t) = S−1P̃(t), we find:

dc
dt

= [i(Λ− ω)− γ] c + Pc(t). (14)

Using the initial condition c(t = 0) = 0, we solve Eq. 14 with an integrating factor and
obtain

c(t) = e[i(Λ−ω)−γ]t

∫ t

0

e−[i(Λ−ω)−γ]t′Pc(t′) dt′. (15)

To evaluate the integral, we assume that Pc(t′) varies on a slow time scale with respect to
the loss rate γ. Then we can make the approximation Pc(t′) = Pc(0), and we can pull this term
out of the integral. The remaining integral yields

c(t) ≈
(

1− e[i(Λ−ω)−γ]

γ − i (Λ− ω)

)
Pc(0). (16)

Note that the prefactor multiplying Pc(0) is a diagonal matrix with entries

1− e[i(Λii−ω)−γ]

γ − i (Λii − ω)
=

1− e[i(λi−ω)−γ]

γ − i (λi − ω)
, (17)

where λi is the eigenvalue corresponding to the eigenstate, ci(t).
We are interested in squared projection of the system’s state into one of the eigenstates,

ci(t), which we can write as |ci(t)|2. At late times, this projection is given by

|ci(t→∞)|2 ≈ 1

(λi − ω)2 + γ2
|Pci(0)|2. (18)

The frequency dependent factor is a Lorentzian of width 2γ. Therefore, in the conservatively
coupled case, the projection |ci(t → ∞)|2 depends on two things: the overlap of the drive, Pc
with the ith eigenstate and the proximity of the driving frequency ω to the eigenvalue, λi. This
calculation captures the essential content of conservatively coupled resonator arrays: Conserva-
tive coupling induces a frequency splitting in the eigenmodes of the system. When one drives
the system at a certain frequency, one primarily excites the eigenstates within γ of the driving
frequency.
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For a dissipatively coupled system, we can solve Eq. (12) in a similar manner. We immedi-
ately diagonalize K by defining K = SΛS−1, Pd = S−1P(t) and d = S−1ad. With the initial
condition d(t = 0) = 0, the solution reads,

d(t) = e[Λ−γ]t

∫ t

0

e−[Λ−γ]t′Pd(t′) dt′. (19)

We are interested in how we can excite a single eigenstate of the system, di(t). When K
corresponds to a topologically nontrivial Hamiltonian, this will tell us how to excite the edge
state.

To bound the maximum “occupation” of a particular eigenstate, di(t), given an arbitrary
drive, Pd(t), we replace each element of Pd(t) by its maximum on the interval [0, t]. We can
then perform the integral in Eq. (19) exactly to obtain the bound

|di(t)|2 ≤
(
e[λi−γ]t − 1

λi − γ

)2

max
{
|Pdi(0 ≤ t′ ≤ t)|2

}
. (20)

In our experiments we use a constant drive, for which Equation (20) holds with equality. Fur-
thermore, for Eq. (20) to hold in our experiments, our network must remain in the linear regime
(i.e., below the lasing threshold), where λl < γ, ∀ λl. We conclude that the projection |dl(t)|2
also depends on two things: the overlap of the drive Pd with the lth eigenstate and the eigen-
value, λl, which determines the loss rate of the lth eigenstate.

In the conservatively coupled case, the frequency of the drive, ω, “picked out” the eigen-
states with eigenvalues near ω. However, in the dissipatively coupled case, the magnitude of
Pdl(t) (the projection of the driving term into the lth eigenstate) bounds the projection into dl(t).
Now the influence of λl in Eq. (20) is to suppress the eigenstates with smaller eigenvalues, λl,
more greatly than the eigenstates with larger λl. Let us now study the effect of this suppression,
still limiting ourselves to the linear regime in which λl < γ, ∀ λl. Assuming that the bound in
Eq. (20) is tight, we can approximately express the ratio between the projections into the ith
and jth eigenstates as t→∞ as∣∣∣∣di(t→∞)

dj(t→∞)

∣∣∣∣2 ≈ (λj − γλi − γ

)2
(

max
{
|Pdi(0 < t′ < t)|2

}
max

{
|Pdj(0 < t′ < t)|2

})2

. (21)

If |di(t →∞)|2 = |dtop(t→∞)|2 corresponds to a topological edge state, then there exist
states |dj(t → ∞)|2 such that λj > λi = λtop because topological edge states occur in the gap
between two bulk bands. Thus, to maximize the ratio |dtop(t→∞)/dj(t→∞)|2, we should
minimize the second factor on the right-hand side of Eq. (21), that is, one must be careful not to
excite other states with lower dissipation. Additionally, since the overall dissipation γ should be
large enough to prevent the lowest-loss state from lasing (i.e., γ ≥ maxj λj), and the coupling
constants J are inherently linked to the dissipation rates (see Section 5), it is not straightforward
to achieve a large contrast [(λtop − γ) / (λj − γ)]2 for bulk states (λj < λtop) below the band
gap.
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3.2 Emulating Conservative Coupling in Dissipatively Coupled Resonator
Arrays

In this subsection, we analyze pairs of conservatively and dissipatively coupled resonators to
show that, within a finite bandwidth, dissipative couplings can emulate the behaviors of conser-
vative couplings. Our results suggest that, in future experiments, we might be able to study cer-
tain behaviors of conservatively coupled systems in our dissipatively coupled time-multiplexed
resonator networks.

3.2.1 Coupled amplitude analysis
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Figure 9: Two identical rings coupled by two connecting waveguides.

Consider the pair of identical ring resonators shown in Fig. 9, which are connected by two
waveguide buses. The rings couple to the waveguides with a coupling strength γ1, and the bus
lengths, L12 and L21, produce coupling phases θ12,21(ω) = β(ω)L12,21 between the resonators.
The equations for the mode fields inside the rings are,

d

dt
a1 = −2γ1a1 + i

√
2γ1 f1 (22)

d

dt
a2 = −2γ1a2 + i

√
2γ1 f2, (23)

where the two factors of γ1 arise from the outcoupling of the resonators into the two buses, and
the fields f1 and f2 describe the coupling between the resonators:

f1 = i
√

2γ1 a2e
iθ21 ; f2 = i

√
2γ1 a1e

iθ12 . (24)

Note that we ignored the intrinsic losses of the waveguides in Eqs. (22)
Substituting the expressions for f1 and f2 in Eqs. (22), we obtain(

ȧ1

ȧ2

)
=

(
−2γ1 −2γ1e

iθ21

−2γ1e
iθ12 −2γ1

)(
a1

a2

)
. (25)
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We can add gain g to each ring to partially compensate the diagonal loss terms. In this case the
diagonal loss becomes γ0 = γ1 − g, and the coupling matrix takes the form,(

−γ0 −2γ1 exp [iθ21]
−2γ1 exp [iθ12] −γ0

)
. (26)

Let us call the eigenvalues of this matrix iω1,2, such that the system evolves with the time
dependence eiω1,2t. We find,

ω1,2 = −iγ0 ± i
√

2γ1 exp [i(θ12 + θ21)/2] . (27)

Note that the phases θ12,21 are themselves ω-dependent, so this equation must be solved in
a self-consistent manner in the strong coupling regime. For θ12 + θ21 = π, the eigenvalues
are real except for the overall loss −iγ0. This corresponds to a split resonance, as would be
expected for conservative coupling. Thus, when we set the locks such that the + delay is
constructive θ12 = 0 and the − delay is destructive θ21 = π, we obtain conservative coupling.
For θ12 + θ21 = 0, we get purely imaginary eigenvalues, as would be expected for dissipative
coupling. This corresponds to setting the + and − delays both to constructive interference or
both to destructive interference.

3.2.2 Scattering matrix method

In this section, we apply scattering matrices to systems of two identical, coupled resonators
to illustrate how a dissipatively coupled system can emulate a conservatively coupled one. In
general, we find that the frequency response of two dissipatively resonators can correspond ex-
actly to that of two, lossy conservatively coupled resonators at a single frequency. Furthermore,
within a certain bandwidth about this frequency, the frequency response of the dissipatively cou-
pled resonators continues to closely resemble that of the conservatively coupled system, even
though the correspondence is not exact. Specifically, we demonstrate that by properly engi-
neering the coupling phases of the dissipatively coupled resonators, we can induce a frequency
mode splitting analogous to the Autler-Townes effect in conservatively coupled resonators.

The layouts of two conservatively coupled resonators and two dissipatively coupled ring res-
onators are shown Fig. 10. The conservatively coupled resonators in Fig. 10(a) are evanescently
coupled, while the dissipatively coupled resonators are coupled via a bus waveguide. While
the coupling phase between the conservatively coupled resonators is fixed at π/2, it is possible
to modify the coupling phases between the dissipatively coupled resonators by adjusting the
lengths of the buses. We are interested in selecting these lengths so that the the frequency re-
sponse of Fig. 10(b) emulates that of Fig. 10(a). For simplicity, here we consider the case in
which the two buses have equal lengths.

We begin by analyzing the pair of identical, conservatively coupled resonators. To undertake
this analysis, we label the field at different points in Fig. 10(a) by ai, with i = 0 . . . 7. Each
label corresponds to the field either directly before or directly after the nearby coupling region.
The power splitting ratio of the couplers are T 2

1 : (1− T 2
1 ) and T 2

2 : (1−T 2
2 ). We are interested
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Figure 10: Rings coupled directly (conservative) vs. indirectly coupled via bus waveguides
(dissipative).

in the frequency response of the field a6 in response to an drive on the field a0. By tracking the
phases acquired through each section of the system, we find the following relation between the
various fields of the system:

a2

a3

a4

a5

 =


0

√
1− T 2

1 0 0

eiθc
√

1− T 2
2 0 0 iT2e

iθc

iT2e
iθc 0 0 eiθc

√
1− T 2

2

0 0
√

1− T 2
1 0



a2

a3

a4

a5

+


iT1a0

0
0
0

 . (28)

Here θc = nωL/c−γcL, where L is the length of the resonators, n is the index of refraction, ω is
the optical frequency, and γc is the loss per unit length. The output field is given by a6 = iT1a4.

To select the coupling phases for the dissipatively coupled system so that it emulates the con-
servatively coupled system, we perform a similar scattering matrix analysis for the resonators
in Fig. 10(b). To maintain a consistent notation between the result of this analysis and the result
of analyzing conservatively coupled system, we label the additional fields in Fig. 10(b) by qi,
ri, and si. The transfer coefficients in Fig. 10(b) are t1 and t2. As in the conservatively coupled
system, we can derive a relation between the fields of the system. We find

a2

a3

a4

a5

 =


0

√
1− t21 0 0

eiθd(1− t22) 0 0 −t22ei(φ+θd/2)

−t22ei(φ+θd/2) 0 0 eiθd(1− t22)

0 0
√

1− t21 0



a2

a3

a4

a5

+


it1a0

0
0
0

 . (29)

Here θd = nωL/c + iγdL, where γd is the loss per unit length of the dissipatively coupled res-
onators. Note that we take the lengths of the conservatively and dissipatively coupled resonators
to be equal, while we allow their intrinsic losses to differ. Furthermore, φ = nω`/c−γd`, where
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` is the length of the buses. This equation shows that we can adjust the phase acquired through
the buses by adjusting the lengths of the buses.

Armed with Eqs. (28) and (29), we want to solve for the parameters of the dissipatively
coupled system that enable it to emulate the conservatively coupled system. To equate Eq. (28)
and Eq. (29), there are three equations that we must satisfy:√

1− T 2
1 =

√
1− t21 (30a)

eiθc
√

1− T 2
2 = eiθd

(
1− t22

)
(30b)

iT2e
iθc = −t22ei(φ+θd/2) (30c)

From Eq. (30a) it is evident that T1 = t1. Meanwhile, the complex exponentials in of Eq. (30b)
cancel because the lengths of the resonators are the same. The real exponentials of Eq. (30b)
satisfy

exp

[
−γcL

√
1− T 2

2

]
= exp

[
−γdL

(
1− t22

)]
. (31)

To analyze Eq. (30c), we equate the magnitudes and phases separately. Equating the phases
gives

ei(
nωL
2c ) = ei(

nω`
c

+π
2 ), (32)

which holds when

` = L+
2πcN

nω
− πc

2nω
= L+Nλ/n− λ/4n,

(33)

for N ∈ Z. In the second line we have rewritten the condition on ` in terms of the wavelength.
Written in terms of the wavelength, it is evident that the dissipatively coupled system only
emulates the conservatively coupled system when the length of the bus exactly compensates
for the additional π/2 phase accumulated when light couples into and out of the buses. Note
that, in a more general analysis, in which we allow the lengths of the buses to be different, this
condition becomes that the sum of the phases accumulated through the two buses must sum to
π, which is exactly the result obtained with the coupled amplitude equations earlier.

Equation (33) tell us why we can only equate Eq. (28) and Eq. (29) at a single frequency:
The lengths of the buses are fixed, so Eq. (33) only holds with equality at one frequency. How-
ever, for some bandwidth ∆ω � ω, these equations will still hold approximately. Within this
bandwidth, the dissipatively coupled system can emulate a conservatively coupled one.

Equating the magnitudes in Eq. (30c), we find that

T2e
−γC(L/2) = t22 exp [−γD (`+ L)]. (34)
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Figure 11: Emulating conservative coupling with dissipatively coupled resonators.

Using Eqs. (31), (33), and (34), we can solve for γd and t2. We find

T2 =

√
x2

1 + x2
(35a)

γC = γD −
1

L
ln

(
1− t22√
1− T 2

2

)
, (35b)

where,

x =
t22

1− t22
exp [−γD`]. (36)

Equations. (35a) and (35b) can be inverted numerically to solve for t2 and γD.
Eqs. (35a) and Eq. (36) provide an intuitive picture of how the conservatively coupled and

dissipatively coupled systems are related. Using Eq. (35a) and Eq. (36) we can show that
(1− t22) /

√
1− T 2

2 < 1 for 0 < t2, T2. This allows us to conclude, from Eq. (35a), that γc > γd.
In other words, the dissipatively coupled system always corresponds to a more lossy conserva-
tively coupled system. This additional loss is to be expected, as the open ports in Fig. 10(b)
behave like an additional source of loss in the dissipative system.

We have now shown in what sense a dissipatively coupled network can emulate a conser-
vatively coupled one. By selecting the coupling phases of the dissipatively coupled network’s
bus waveguides properly, the frequency response of the dissipatively coupled system can ap-
proximate that of a conservatively coupled system over some bandwidth, with an exact corre-
spondence holding at a particular frequency. As an example of this correspondence, we use the
equations derived in this section to plot the frequency responses of a pair of dissipatively cou-
pled resonators and the frequency responses of their conservatively coupled counterpart. These
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Figure 12: Illustration of a dissipative delay line coupling and its spatial analog in ring res-
onators.

plots are shown in Fig. 11. We see that the conservatively coupled and dissipatively coupled
systems exhibit an Autler-Townes splitting. In addition, the responses of the dissipatively and
conservatively coupled system are in excellent agreement overall several different resonances.

To end this section, we briefly contrast the conditions for the Autler-Townes splitting dis-
cussed above and those required to realize the optical analog of electromagnetically induced
transparency (EIT) in pairs of dissipatively coupled resonators [5, 6, 7]. In the analysis above,
we considered two identical resonators, and we induced a mode splitting by tuning the coupling
phases between the resonators. In contrast, to achieve EIT-like behavior with two dissipatively
coupled resonators, one must operate in a regime in which the coupling rate between the res-
onators is much larger than the detuning of the two resontors and in which the detuning of the
two resonators is much larger than the intrinsic losses of the resonators [8]. This is very distant
from the regime in which we performed the our analysis. Note that a separate set of conditions
exist to realize EIT-like behavior with two conservatively coupled resonators [9].

3.3 Why Delay Lines Produce Dissipative Couplings
The dissipative nature of our delay line couplings in our photonic resonator network is essential
to the experimental results presented in this work. Let us briefly discuss why these delay line
couplings are dissipative.

As discussed above, two ring resonators coupled by bus waveguides are dissipatively cou-
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pled, and the bus waveguides act as an intermediate reservoir that connects the two resonators.
As illustrated in Fig. 12, the optical delay lines of a time-multiplexed network act analogously
to bus waveguides for time-multiplexed resonators. Like all dissipative couplings, the delay line
couplings of our network may be decomposed into two couplings: first a portion of one pulse is
coupled into the modes of the optical delay line, and later a portion of this light is coupled back
into another pulse in the network. In this way, the modes of the delay lines act as reservoirs that
connect the pulses of our time-multiplexed system.

Figure 12 shows the correspondence between a delay line coupling between two photonic
pulses and the bus waveguide coupling between two ring resonators. Figure 12(a-c) show the
process by which the beige pulse couples to a later red pulse. In Fig. 12(a), the beige pulse is
split between the delay line and the main cavity. The beige pulse continues along both paths,
while in the meantime the red pulse reaches the splitter [Fig. 12(b)]. In Fig. 12(c), part of the
beige pulse in the delay line couples to the red pulse in the main cavity, while the rest of the
beige pulse in the delay line is lost through the open port. This coupling process is the time-
multiplexed version of the coupled resonators shown in Fig. 12(d), in which the beige and red
ring resonators are dissipatively coupled by a waveguide bus.

4 Robustness of the Dissipative Topological Edge State
In the main text we claim that our network exhibits “topological dissipation,” by which we
mean that topologically protected edge states occur in the band gap of the network’s dissipation
spectrum. These topological edge states are distinct from those that have been studied previ-
ously in topological photonics, which rely on optical analogs of the Schrödinger equation and
which occur in the band gaps of a system’s frequency spectrum. Given the novelty of the edge
states studied in this paper, it is valid to wonder whether our topological edges states experience
the same sort of topological protection. In this section, we show that the usual bulk-boundary
correspondence applies to the dissipative topological models studied in this text.

We begin by reformulating the dynamical matrix that describes our dissipatively coupled
system as an anti-Hermitian Hamiltonian. In particular, with no driving term and in the lossless
limit, we can express the dynamics of our network as

da
dt

= Ha (37)

where H describes the coupling between sites. In practice, we choose H so that it corresponds
to a Hermitian, tight-binding Hamiltonian.

We can rewrite Eq. (37) in analogy with the Schrödinger equation as follows:

i
da
dt

= Aa, (38)

where A = iH is a non-Hermitian Hamiltonian. We want to show that the spectra of A and H
possess the same topological invariants.
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Let us first consider the case in which H is the Hamiltonian of a static, noninteracting, 2D
tight-binding model, so that the topology ofH is described completely by the Chern number [4].
Recall that the Chern number of band i is given by

Ci =
1

2π

∫
BZ

d2k Ωi (k) , (39)

where Ωi (k) is the Berry curvature,

Ωi (k) = i∇k × 〈ci (k)| ∇k |ci (k)〉 . (40)

Here |ci (k)〉 are the eigenstates of the reciprocal space representation of the Hamiltonian in the
ith band. We will denote the reciprocal space representation of H as Hk. It follows that the
reciprocal-space representation of A is Ak = iHk.

Together, Eq. (39) and Eq. (40) tell us that the Chern numbers Ci depend only on the eigen-
vectors on Hk. Therefore, to evaluate the topological properties of our system, we should
consider the eigenvalues and eigenvectors of Ak. From the relation Ak = iHk we immediately
see that spec (Ak) = i spec (Hk) and that the eigenvector of Ak corresponding to any eigen-
value iλi (k) is identical to the eigenvector of Hk corresponding to the eigenvalue λi (k). This
property enables us to conclude that, if Hk has N bands, then Ak has N bands that are identical
up to a factor of i. Furthermore, because Hk and Ak have the same eigenvectors, it is evident
that the bands of Hk have the same Chern numbers as Ak. Therefore, we conclude that the edge
states ofAk are guaranteed by the same bulk-boundary correspondence that guarantees the edge
states of Hk. In other words, our dissipative network also exhibits topologically protected edge
states.

We can make a similar argument regarding the SSH model. In particular, the topological
invariant of the SSH model is the winding number [10], which can be calculated as:

W =
1

2π

∫ (
h(k)

|h(k)|
× d

dk

h(k)

|h(k)|

)
· ẑ dk, (41)

where h(k) is defined in terms of the SSH Hamiltonian as HSSH = h(k) · σ. Once again, this
topological invariant depends only on the eigenstates of the Hamiltonian. Similar arguments to
those used above establish the validity of the bulk-boundary correspondence in this instance.

The arguments above frame the bulk-boundary correspondence in terms of a Schrödinger-
like equation to draw a connection with the more common, Hamiltonian manifestations of topo-
logical photonics, but this procedure is contrived. The topological properties of the linear, time-
independent system considered here are defined entirely by the time-independent eigenstates
of that system. As long as these eigenstates are the eigenstates of a topologically nontrivial
Hamiltonian, one can define a topological invariant with Eq. (39) or Eq. (41). The details of the
time-evolution determine how the states of a system evolve, but they leave the topology intact.

To further elucidate the notion of dissipative topological protection, we examine the fluctu-
ations in the optical power stored in the topological edge state |ψ0〉 arising in the SSH lattice
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implemented in our arrangement in the presence of random coupling disorders. In this scenario,
one can write

d

dt
|ψ0〉 = HSSH |ψ0〉+ ∆H |ψ0〉 = −λ0 |ψ0〉+ ∆H |ψ0〉 , (42)

where HSSH is the unperturbed SSH Hamiltonian while |ψ0〉 represents the edge-state wave-
function with its corresponding eigenvalue −λ0. In addition, ∆H signifies a random coupling
perturbation given by the matrix representation (here without loss of generality we consider a
half-infinite left-edge eigenstate)

∆H =


0 δκ1 0 0 ...
δκ1 0 δκ2 0 ...
0 δκ2 0 δκ3 ...
0 0 δκ3 0 ...
... ... ... ... ...

 . (43)

Under such conditions, the time evolution of the edge-mode optical power stored within the
cavity is given by

d

dt
〈ψ0|ψ0〉 = −2λ0 〈ψ0|ψ0〉+ 〈ψ0|∆H|ψ0〉+

〈
ψ0|∆H†|ψ0

〉
. (44)

We now claim that for any off-diagonal matrix ∆H (corresponding to perturbations in the cou-
pling coefficients of the 1D lattice) 〈ψ0|∆H|ψ0〉 = 0. This can be shown by expanding ∆H
in terms of its columns ∆H =

[
C1 C2 ... Cn ...

]
and by making the observation that

〈ψ0|Cn〉 = (−1)(n/2−1)e−(n/2−1)p × δκn−1 + (−1)(n/2)e−(n/2)p × δκn, when n is even while it
vanishes for the odd values of n. This observation is based on the alternate site occupation of
the topological edge state in the SSH model, i.e. the amplitude identically vanishes in sublattice
B (odd sites) if the edge state starts on sublattice A (even sites). Here, p is the extinction ratio
associated with the exponentially decaying edge state. Subsequently,

〈ψ0|∆H|ψ0〉 =
[
0 δκ1 − e−p × δκ2 0 −e−p × δκ3 + e−2p × δκ4 0 ...

]
×


1
0
−e−p

0
e−2p

...

 = 0.

(45)
Similarly, one can show that

〈
ψ0|∆H†|ψ0

〉
= 0. Hence,

d

dt
〈ψ0|ψ0〉 = −2λ0 〈ψ0|ψ0〉 . (46)

This clearly indicates that the optical power associated with the topological edge state of the
SSH lattice is robust against any coupling disorders.

29



Figure 13: Schematic of ±TR delay lines for creating a 1D tight-binding lattice with nearest
neighbor coupling in the time-multiplexed resonator. Trt is the roundtrip time. t1 and t2 are
the amplitude splitting ratios of the delay line couplers, which accumulate phases of φ1 and φ2

respectively.

5 Formalism of time-multiplexed dissipatively coupled net-
works of resonators

In this section, we establish a Lindblad-like master equation for the dynamics of time-bin modes
in our resonator with optical delay line couplings. For simplicity, we will describe explicitly
the case of two±TR delay lines, which represent a model with nearest-neighbor coupling in 1D
[Fig. 13].

The finite difference equations for the j-th time-bin mode aj , after one roundtrip Trt through
the main ring, can be written as,

aj(t+ Trt) = (1− t21) (1− t22) aj(t) + (it1)2eiφ1 aj+1(t) + (it2)2eiφ2 aj−1(t) (47)

Assuming the change in the field in each roundtrip is small, which is the case when the splitting
ratios of the delay line couplers t21, t

2
2 � 1, we obtain,

Trt ȧj = (−t21 − t22) aj(t)− t21eiφ1aj+1(t)− t22eiφ2aj−1(t) +O(t21t
2
2) (48)

From this equation, we can read off the effective inter-site coupling termsKj,j+1 = −it21eiφ1/Trt,
Kj+1,j = −it22eiφ2/Trt. Following the treatment of Ref. [11], we can write the (Hermitian/conservative)
Hamiltonian coupling asH =

∑
j(Ja

†
jaj+1 + J∗aja

†
j+1), with

J = (Kj,j+1 +K∗j+1,j)/2 (49)
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Note that here J is in general complex, since we have not made any assumptions about t1, t2, φ1,
and φ2.

The anti-Hermitian part or the dissipative coupling can be written as,

Γe−iθ = (Kj,j+1 −K∗j+1,j) (50)

The Lindblad-like master equation for the system density matrix in the Schödinger picture
for such a time-multiplexed resonator network is then

dρ/dt = −i[H, ρ] +
∑
j

D[Lj]ρ (51)

where the dissipator, D[Lj]ρ = LjρL
†
j − {L

†
jLj, ρ}/2, and the nonlocal jump operator, Lj =√

Γ (aj + e−iθaj+1), has a dissipative coupling rate Γ between neighboring sites.
To gain more insight about the role of t1 and t2 and the phases φ1 and φ2, let us assume that

t21/Trt = t22/Trt = Γ0. Then,

J = Γ0 e
i(φ1+φ2)/2 sin

(
φ1 − φ2

2

)
(52)

Γe−iθ = −i2Γ0 e
i(φ1+φ2)/2 cos

(
φ1 − φ2

2

)
. (53)

Thus, Γ = 2Γ0 cos((φ1 − φ2)/2), θ = (π − φ1 − φ2)/2 and J = |J | exp(i(π/2 − θ)) with
|J | = Γ0 sin((φ1 − φ2)/2). Let us look at a few special cases:

1. φ1 = 0, φ2 = π:
⇒ |J | = Γ0, Γ = 0. Purely Hermitian Hamiltonian dynamics.

2. φ1 = 0, φ2 = 0:
⇒ |J | = 0, Γ = 2Γ0, θ = π/2. Purely dissipative Lindbladian dynamics.

3. φ1 = π/2, φ2 = π/2:
⇒ |J | = 0, Γ = 2Γ0, θ = 0. Purely dissipative Lindbladian dynamics.

4. φ1 = 0, φ2 = π/2:
⇒ |J | = 1/

√
2, Γ =

√
2Γ0, θ = π/4. Mixed dynamics, with characteristics of both

Hermitian Hamiltonian evolution and dissipative Lindbladian evolution.

6 Time-Reversal Symmetry Breaking in a Time-Multiplexed
Resonator Network

In this section we clarify the remark from the main text that our network implements time-
reversal symmetry breaking couplings.
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Often, when one says that a system breaks time-reversal symmetry, what is mean is that it
breaks time-reversal symmetry in a restricted sense [12]. One defines the system as a subsystem
of the larger world and only considers the time-reversal of the system. A classic example of this
is the motion of a charge in a constant magnetic field. It is commonly accepted that time-reversal
symmetry is broken in such a system: if we reverse time, the direction of the magnetic field does
not change. However, imagine that the magnetic field is generated by an electromagnet. If we
include an electromagnet as a part of our system, then the magnetic field does change directions
because the current in the electromagnet switches directions when we reverse time. Therefore,
such a system only breaks time-reversal symmetry if we treat the source of the magnetic field
as outside of our system.

Similarly, in our photonic network, we mean that our system breaks time-reversal symmetry
in a restricted sense. As is standard practice in nonreciprocal photonic systems [12], we restrict
our system to only consist of the photonic portion of the network. When we do this, some
portions of our experiment, such as the modulator driving signals, are considered to be outside
of our system, and they do not change when we reverse time in the system.

With this established, let us consider two ways in which our system breaks time-reversal
symmetry.

One way to think about the time-reversal symmetry breaking in our dissipatively coupled
system is as follows: Imagine light traveling clockwise in the dissipatively coupled resonators
shown in Fig. 10(b). As light couples from the left resonator to the right resonator, some light
is lost from the system through the open port because not all of the light in the bus waveguide is
coupled into the right resonator. This loss is purely a feature of the dissipative coupling: Even
if the resonators and the bus waveguides were lossless, this additional coupling loss would still
be present. The presence of this coupling loss means that energy is not conserved in a pair of
dissipatively coupled resonators, and, equivalently, time-reversal symmetry is broken.

However, it is important to note that this is a “trivial” time-reversal symmetry breaking.
While dissipation inherently breaks time-reversal symmetry because it breaks energy conser-
vation, this type of time-reversal symmetry breaking cannot endow our system with a nonzero
Chern number. Therefore, our dissipatively coupled system requires another, “nontrivial” way
of breaking time-reversal symmetry.

The second sense in which our system breaks time-reversal symmetry is in terms of the
couplings. Consider the schematic representations of delay line couplings in a time-multiplexed
network shown in Fig. 14. We consider three pulses traveling through delay lines of length
±TR, as well as through the corresponding section of the main loop. In both delay lines we
place phase modulators that control the coupling phases between the various pulses.

Let us first consider what happens when we run time forwards, as is illustrated in Fig. 14(a).
The modulator in the−TR delay line is programmed to couple Pulse 2 to Pulse 1 with a coupling
phase of φ1 and to couple Pulse 3 to Pulse 2 with a coupling phase of φ2. The modulator in the
+TR delay line is programmed to couple Pulse 1 to Pulse 2 with a coupling phase of φ3 and to
couple Pulse 2 to Pulse 3 with a coupling phase of φ4.

Next let us consider what happens when we reverse time in the network. While the pulses
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Figure 14: Time-reversal symmetry breaking in time-multiplexed networks. (a) Forward-time
passage through the delay lines of a time-multiplexed network. (b) Time-reversed passage
through the delay lines of a time-multiplexed network.
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now propagate in the opposite direction through the delay lines, it is essential to note that two
key things do not change. First, because the modulator driving signals are considered external
to the system, we do not change the phase pattern imparted by the phase modulators in the delay
lines. Second, we do not relabel our pulses. This is because each pulse is mapped to a specific
lattice site in our synthetic lattice. When we reverse time, the order in which the synthetic lattice
sites propagate through the delay lines changes, but the lattice sites retain their same positions
in the synthetic lattice.

With this in mind, we can draw the phases acquired when the pulses propagate through the
delay lines in a time-reversed fashion. This process is shown in Fig. 14(b). Now we see that
Pulse 2 couples to Pulse 1 through the +TR delay line with a phase of φ4, while Pulse 3 couples
to Pulse 2 through the +TR delay line with a phase of φ3. Through the −TR delay line, Pulse
1 couples to Pulse 2 with a phase of φ2 and Pulse 2 couples to Pulse 3 with a phase of φ1.
Note that these coupling phases are not the time-reversed phases of those encountered in the
forward-time analysis.

This time-reversal symmetry breaking process is fundamentally different than the situa-
tion encountered in two passive, dissipatively coupled ring resonators, such as those shown in
Fig. 10(b). The dynamics of two such resonators does not break time-reversal symmetry, for if
the CW mode acquires a phase β as it couples from the left resonator to the right resonator, then
the CCW mode also acquires the phase β as it couples from the second resonator to the first
resonator. Therefore, in terms of the phases acquired by the CW and CCW modes, the CCW
mode experiences the time-reversed dynamics of the CW mode. The system does still break
time-reversal symmetry because of the nonlocal dissipation in the couplings, but as discussed
above, this is a “trivial” time-reversal symmetry breaking.

What distinguishes our time-multiplexed system from the case of two spatially coupled res-
onators is that the modulators in our network are time-modulated. Because the modulators are
driven by external signals, when we time-reverse the system, the system exhibits non-reciprocal
behavior. However, if we remove this external drive, then the system becomes time-reversal
symmetric. This can be seen directly from the system considered in Fig. 14: If one turns off the
modulators so that the delay lines exhibit constant phases, then the system respects time-reversal
symmetry. Note that this idea of using external modulation to break time-reversal symmetry is
one way to construct a photonic isolator [13].

7 Ring-Down Measurement of the SSH Edge State
In the main text, we presented so-called steady-state measurements of the SSH and HH edge
states. To perform these measurements, we repeatedly excited an edge state of the model under
study and observed the steady-state behavior of the network. The degree of localization in the
edge state once the system reached steady state allowed us to distinguish between the topologi-
cally trivial and nontrivial phases of the network. An alternative way to probe topological edge
states in our network is to perform “ring-down” measurements, in which we excite a topological
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edge state in our network and then observe the dynamics of the state as it decays in the network.
As in the steady-state experiments, we expect that the topological edge state will remain local-
ized in the excited edge state if the network is in the topological phase and that it will not if the
network is in the trivial phase. In this section, we present ring-down measurements of the SSH
edge state.

To perform the ring-down measurements in our network, we first prepare the couplings to
be in either the topological or trivial phases with w/v = 2. We then excite the network with one
of the theoretically expected edge states from the topological phase. We excite the network for
5 roundtrips to build up power in the network, and then we observe the decay of the excitation
over another 15 roundtrips. The results of our measurement are shown in Fig. 15.

In Fig. 15(a), we plot the ring-down of the network in the topological phase as well as the
final roundtrip on which we excite the network, which we label the 0th roundtrip. In Fig. 15(c),
we plot the state of the network on the 10th roundtrip. We observe that the state of the network
remains well localized in the excited topological edge state, which confirms that our network
is in a topological phase. The small discrepancies between the theoretical edge state and the
observed state are likely due to both inaccuracies in our network’s couplings and nonlinear gain
dynamics, which we will discuss shortly.

Similarly, in Fig. 15(b), we plot the ring-down of the network in the trivial phase. Now, by
the 10th roundtrip, the state of the network deviates significantly from the excited topological
edge state. In particular, rather than seeing light predominantly in alternate sites of our synthetic
lattice, we see that the sites adjacent to the edges exhibit the second-highest occupation in the
lattice. This provides strong evidence that the network is now in the trivial phase.

When we observe the network for more roundtrips in either the trivial or the topological
phases, we find that gain fluctuations in the network degrade the visibility of the edge state
excitation. In order to observe & 5 roundtrips in our network, it is necessary for us to operate
our network very close to threshold. This introduces some nonlinear gain dynamics in the
system, which amplifies spurious pulses in the system after ∼ 8 roundtrips. This effect is
already noticeable in Fig. 15(c). Because the extinction ratio of the modulators at the input
to the main cavity is imperfect, some light leaks into the cavity. When we operate very close
to threshold, the EDFA in the main cavity can amplify these spurious pulses, causing the very
slight bulk occupation visible in the figure. Moreover, the emergence of these spurious pulses
in the bulk coincides with the incipient degradation of the excited edge state, which indicates
that the discrepancies between the observed state in Fig. 15(c) and the theoretical edge state
could be, in part, due to nonlinear gain dynamics. On successive roundtrips, the growth of these
spurious pulses overwhelms the edge state excitation, and the topological edge state is no longer
visible. However, before these nonlinear gain dynamics dominate the system, the system decays
exponentially and remains localized in the initially excited edge state, as we would expect in the
linear case. This suggests that the linear dynamics govern the initial dynamics of the system.

The degree to which the state of the network deviates from the edge state excitation in the
trivial case is limited primarily by the gain and loss in the network. As mentioned above, near
threshold, nonlinear gain dynamics prevents us from observing the dynamics of the excitation
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Figure 15: Ring-down measurements of the SSH edge state. (a) Ring-down measurement in
the topological phase. Each cell of the plot represents the peak power of the pulse at that
location and roundtrip. To show how the power spreads between the pulses of the network, the
vector comprised of the plotted peak powers is normalized on each roundtrip. (b) Ring-down
measurements in the trivial phase. (c) Time trace of the network state on the 10th roundtrip in
the topological phase. The state of the network closely resembles the theoretical topological
edge state, which indicates that the network is in the topological phase. (d) Time trace of
the network state on the 10th roundtrip in the trivial phase. As expected, the state no longer
resembles the theoretical topological edge state of the SSH model.
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Figure 16: Simulation of the SSH ring-down experiment. (a) Simulation of the ring-down
experiment over 100 roundtrips in the topological phase. (b) Comparable simulation in the
trivial phase. (c) State of the topological network on the 100th roundtrip. (d) State of the trivial
network on the 100th roundtrip. Note that the normalizations in this figure are the same as those
in Fig. 15.
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for more roundtrips than what is shown in Fig. 15. Farther below threshold, loss limits the
number of roundtrips we can observe because the system quickly drops below the noise floor of
our detector. The difficulty of observing more roundtrips limits the degree to which we observe
the edge state spreading into the bulk. In Fig. 16, we simulate our ring-down experiments over
100 roundtrips. In these simulations we observe significantly more penetration into the bulk in
the trivial phase.

Note that the simulations in Fig. 16 are performed by simulating the discrete time version
of Eq. 12,

an+1 = (K − γ) an, (54)

where K implements of the couplings of the model under study (here the SSH model) and
a0 is chosen to be a topological edge state of the model. Each iteration of the difference equation
in Eq. 54 models the roundtrip dynamics of our time-multiplexed network. For the simulations
in Fig. 16 we must specify three parameters, which are the SSH coupling strengths w and v and
the roundtrip loss γ. For the simulations in Fig. 16 we use w = 0.1, v = 0.05, and γ = 0.25.

8 Simulations of Topological Robustness in an HH Lattice
with Purely Dissipative Couplings

In Fig. (6) of the main text, we presented simulations of topological edge states in a 4× 10 HH
lattice with and without a defect introduced on the corner of the lattice. Here we discuss how
topological robustness manifests in dissipatively coupled HH lattices and discuss the details of
the simulations presented in the main text. We also provide additional simulations that show
the topological robustness of the HH edge state in a 20× 20 dissipatively coupled HH lattice.

In a system with purely dissipative couplings, we cannot observe topological protection in
the same manner as in conservatively coupled systems [14]. In conservatively coupled HH
lattices, one may observe robustness by removing a site on the edge of the lattice to introduce a
defect. One may then excite the system with a frequency in the system’s bandgap and observe
that the excitation propagates around the defect without backscattering. However, as discussed
in Supplementary Sec. 3, in systems with purely dissipative couplings, there is no topological
transport, and therefore we would not expect to see propagation around an edge defect in our
system.

With that said, in the presence of a defect, the topology of our dissipatively coupled sys-
tem still guarantees the existence of topological edge states in the presence of a defect or in
the presence of any disorder that does not close the dissipative topological bandgap. This is
a direct consequence of the bulk-boundary correspondence [15]: The difference in topological
invariants between the lattice and the surrounding vacuum guarantees the existence of local-
ized states at the boundary, regardless of the boundary’s shape. The dynamics of these states,
whether conservative or dissipative, does not influence the existence of the edge states.
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Figure 17: Simulations of an HH ring-down experiment. Each simulation shows the evolution
of an edge-state excitation after 100 roundtrips in a dissipatively coupled HH synthetic lattice.
(a) Simulation in a topological lattice with no defect. (b) Simulation in a trivial lattice with no
defect. (c) Simulation in a topological lattice with a defect. (d) Simulation in a trivial lattice
with a defect. Note that the location of the defect is indicated in (c,d) by a small red star on the
left edge.
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Because the HH edge states are guaranteed to exist in the presence of defects or disorder,
we can imagine probing the HH edge states that emerge in these disordered lattices using the
same experimental procedures discussed in this text. Here and in the main text, we show sim-
ulations of ring-down experiments similar to those discussed in Supplementary Sec. 7. In our
simulations we excite our network with the HH edge state that exists either in the presence of a
defect or in the absence of a defect. With a synthetic magnetic field either on or off, we let the
edge state excitation evolve for 100 roundtrips and record the final state of the network.

The results of ring down simulations for a 20×20 HH lattice are shown in Fig. 17. The final
state in each plot is normalized by dividing the final state by the maximum intensity. Note that
the simulations in the main text are normalized in the same manner. In Fig. 17(a), we show the
final state for the HH lattice with a synthetic magnetic field of α = 1/3. As expected, the final
state observed in this figure is indistinguishable from the edge state excitation. When we turn
off the synthetic magnetic field (α = 0), the edge state excitation no longer remains localized
at the edge. After 100 roundtrips, the initial excitation “diffuses” entirely into the bulk of the
lattice, which correctly indicates that the system is in a trivial phase.

In Fig. 17(c), we introduce a defect in the left edge of the dissipatively coupled lattice. In the
figure, the location of the defect is marked by a small red star on the left edge. As guaranteed
by the bulk-boundary correspondence, topological edge states appear at the boundary of the
new lattice. When we excite one of these edge states in the presence of a synthetic magnetic
field (α = 1/3), the system remains in the excited edge state, and the final state in Fig. 17(c)
is indistinguishable from the excitation. Finally, when we turn off the synthetic magnetic field
in the presence of the defect, we again observe that the edge state excitation no longer remains
localized at the edge of the lattice, as the system is now in a trivial phase.

Note that for the simulations performed in Fig. 17 and in Fig. 6 of the main text, we again
simulate Eq. 54, but now we choose K to implement the HH model. For these simulations we
must specify the coupling strength of the HH model J , the strength of the effective magnetic
field α, and the roundtrip loss in the network γ. For the simulations here and in the main text
we choose J = 0.2 and γ = J . We switch α between 1/3 and 0 depending on whether the
lattice is topological or trivial.
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