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We propose how to realize high-fidelity quantum storage using a hybrid quantum architecture including two
coupled flux qubits and a nitrogen-vacancy center ensemble (NVE). One of the flux qubits is considered as
the quantum-computing processor and the NVE serves as the quantum memory. By separating the computing
and memory units, the influence of the quantum-computing process on the quantum memory can be effectively
eliminated, and hence the quantum storage of an arbitrary quantum state of the computing qubit could be
achieved with high fidelity. Furthermore, the present proposal is robust with respect to fluctuations of the system
parameters, and it is experimentally feasible with currently available technology.
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I. INTRODUCTION

Hybrid quantum circuits combining the advantages of
atoms, spins, and solid-state devices could have applications
for quantum information processing and quantum compu-
tation [1,2]. Examples of potential quantum memories in
hybrid quantum circuits include the following: ultracold 87Rb
atomic ensembles [3], polar molecular ensembles [4,5], and
spin ensembles [6] with long coherence times. Examples
of quantum-computing processors performing quantum-gate
operations typically involve superconducting qubits [2,7–10]
that couple strongly to electromagnetic fields. To couple the
memory and computing units, previous proposals normally
considered a common transmission line resonator as the
quantum data bus and employed either electric-dipole or
magnetic-dipole interactions [2,6,11–15].

Magnetic interactions are more desirable due to the suffi-
ciently long coherence times achieved in systems with spin
states storing quantum information. For example, nitrogen-
vacancy (NV) centers in diamond have long electronic spin
lifetimes, narrow-band optical transitions, as well as the possi-
bility of coherent manipulation at room temperature [16–19].
However, magnetic interactions are inherently weaker com-
pared with electric interactions, even though a strong magnetic
coupling to ensembles of spins has been achieved [20].

Recently, some novel hybrid systems consisting of a
superconducting flux qubit magnetically coupled to a nitrogen-
vacancy center ensemble (NVE) were proposed [21–24] and
one of these implemented experimentally [25] in order to en-
hance the corresponding magnetic-dipole interactions. Calcu-
lations in Ref. [21] suggest that the magnetic coupling between
a superconducting flux qubit and a single NV center could be
about 3 orders of magnitude stronger than that associated with
stripline resonators, thereby making the (flux qubit and NV
center) system a possible building block for implementing
quantum storage. However, in the single flux-qubit–NVE sys-
tem in Ref. [21] [schematically shown in Fig. 1(a), with their
energy levels in Fig. 1(b)], the quantum “computing” processor
and memory unit overlap, and hence it is difficult to individ-
ually perform quantum computation without influencing the
quantum memory. Moreover, the scalability of this quantum

CPU + memory unit is problematic, because this would
require coupling many quantum CPUs and memory units,
respectively.

Inspired by the above points, in this paper we propose an
alternative method for realizing high-fidelity quantum storage
by separating the quantum-computing and memory units
[see Fig. 1(c)]. Here, the NVE acts as a spin-based quantum
memory coupled to a flux qubit (qubit M) through a strong
magnetic-dipole interaction; another flux qubit (qubit C) is
the quantum-computing processor coupled to the qubit M
through the tunable coupling Jt . Notice that although the
direct coupling between a coherent superconducting qubit and
the atomic memory is still challenging, the physics of coupled
flux–NVE systems has been well established, theoretically
and experimentally [25].

The major advantages of our proposal are as follows:
(1) The quantum information is transferred between a super-
conducting flux qubit and a NVE, which is different from
transferring quantum information from one superconducting
qubit to another qubit as in recent experiments [26]. (2) The
quantum-computing and memory units are separated from
each other, and thus the influence of the quantum-computing
process on the quantum memory can be either drastically re-
duced or effectively eliminated. High-fidelity quantum storage
can be realized without needing any additional operations
on the quantum-computing or memory units. (3) A large-
scale quantum memory device is feasible by adding up or
integrating individually the computing and memory units. (4)
The present proposal is robust with respect to variations of
some experimental parameters.

Even though this work focuses on a specific system, we
would like to emphasize a more general message: a modular
approach involving a qubit, coupler, and memory presents
advances to the usual qubit-memory approach in hybrid
systems.

The remainder of this paper is organized as follows. In
Sec. II we introduce the model under consideration and derive
its effective Hamiltonian. In Secs. III and IV we discuss the
realization of high-fidelity quantum storage based on resonant
and dispersive interactions. Subsequently, the experimental
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FIG. 1. (Color online) (a) Single coupled flux-qubit–NVE sys-
tem. (b) Separate energy-level structures of the NV center and
flux qubit. (c) Quantum memory circuit with separate memory and
computing units. Two flux qubits are coupled with a tunable coupling
strength Jt , and the right flux qubit serves as the computing unit.
The NVE coupled to the left flux qubit serves as the spin-based
quantum memory unit. Here Iext denotes the external driving current
separated from the flux qubit C and the NVE by the distances dC and
dN, respectively. By separating the computing and memory units, the
influence of the quantum-computing process on the quantum memory
can be effectively eliminated, and hence the quantum storage of an
arbitrary quantum state of the computing qubit could be achieved
with high fidelity.

feasibility of our proposal is discussed in Sec. V. Finally, we
conclude with a brief summary in Sec. VI.

II. MODEL AND HAMILTONIAN

As shown in Fig. 1, we consider a hybrid quantum circuit
consisting of two coupled flux qubits (qubit M and C) and
a NVE. The eigenstates of the flux qubit are superpositions
of clockwise and counterclockwise persistent current states,
and the energy levels are typically separated by a few
GHz [27]. An NV center has an S = 1 ground state with
zero-field splitting D = 2.88 GHz between the ms = 0 and
ms = ±1 states. By introducing an external magnetic field
along the crystalline axis of the NV center, an additional
Zeeman splitting between ms = ±1 sublevels occurs. Thus
a two-level system with sublevels ms = 0 and ms = −1 [see
Fig. 1(b)] can be isolated.

We will first derive the Hamiltonian of the hybrid system
consisting of a flux qubit and an NVE [see Fig. 1(a)] and then
obtain the total Hamiltonian of the proposed hybrid quantum
circuit in Fig. 1(c).

A. Flux qubit coupled to the NVE

In the memory unit proposed here, the NV center can be
described by the Hamiltonian [28]

HN = DS2
z + E

(
S2

x − S2
y

) + geμB
�B · �S, (1)

where D is the ground-state zero-field splitting, �S are the usual
Pauli spin-1 operators, E is the ground-state strain-induced
splitting coefficient, ge is the ground-state g factor, and μB is
the Bohr magneton. In this paper, we set h̄ = 1. Furthermore,
we consider the case where the strain-induced fine-structure
splitting is negligible compared to the Zeeman splitting, i.e.,
|E(S2

x − S2
y )| � |geμB

�B · �S|. Thus the second term in HN can
be neglected here.

The flux qubit M can create a superposition state of
clockwise and counterclockwise persistent currents in the
qubit loop with hundreds of nanoamperes. Hence the magnetic
field associated with these electric currents enables a magnetic-
dipole coupling to the electron spins in the NV center.
Specifically, we set the crystalline axis of the NV centers
as the z axis and apply an external magnetic field �Bext. The
component of �Bext parallel to the z axis tunes the NV centers
into near resonance with the flux qubit, and the component
perpendicular of �Bext to the qubit loop adjusts the superposi-
tion state of the clockwise and counterclockwise persistent-
current states of the flux qubit. These two persistent-current
quantum states of the flux qubits give rise to different
antialigned magnetic fields: σ z

M
�BFQ. Then we can express the

Hamiltonian of the NVE coupled to the flux qubit M as

HNM = 1

2

(
εMσ z

M + λMσx
M

) +
N∑

k=1

[
D

(
Sk

z

)2

+ geμBBext
z Sk

z + σ z
MgeμB

�Bk
FQ · �Sk

]
, (2)

where �σM denotes the Pauli operators of the flux qubit M, λM

is the tunneling energy between the two wells of the qubit
potential, and εM = 2Ip(�M − �0/2) is the energy bias of the
flux qubit, with Ip being its persistent current, �M the applied
magnetic flux, and �0 the magnetic-flux quantum. Here Bext

z is
the part of the external magnetic field paralleled to the z axis,
which adjusts the energy splitting of the NV centers. Here, we
assume that the z axis is parallel to the surface of the flux qubits
and make the two-level approximation for the NV centers. The
Hamiltonian (2) can then be rewritten as

HNM = 1

2

(
εMσ z

M + λMσx
M

)

+ ωNV

N∑
k=1

τ+
k τ−

k +
N∑

k=1

gkσ
z
M(τ+

k + H.c.). (3)

Here τ denotes the Pauli operators of states with ms = 0
and −1 of the NV centers, and ωNV = D − geμBBext

z is the
energy gap between these two states. The coupling strength
gk between the flux qubit M and the individual spin is
usually proportional to the magnitude of the qubit field at
the spin location [21,22]. The spins are assumed to have the
homogeneous energy splitting ωNV. We next introduce the
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collective operator

b† = g−1
N∑
k

gkτ
+
k , with g =

(
N∑
k

|gk|2
)1/2

,

and its Hermitian conjugate b. In the low-polarization limit,
where almost all spins are in the ground state, b† and b obey
approximately bosonic commutation relations, [b,b†] ≈ 1 and∑N

k τ+
k τ−

k = b†b [24]. Thus the NVE can be considered to
be an effective bosonic mode, and the interaction between the
flux qubit M and the NVE becomes [29–31]

H int
NM = gσ z

M(b† + b). (4)

Here, we only consider the two lowest states of mode b,

|0〉D = |g1g2 . . . gN〉
and

|1〉D = 1√
N

N∑
k

|g1 . . . ek . . . gN〉.

The collective coupling g is enhanced by a factor of
√

N

compared to the root mean square of the individual couplings
gk . Recent experiments achieved a coupling strength as strong
as g ≈ 2π × 35 MHz [25].

B. Total Hamiltonian of the hybrid quantum circuit

In order to connect the computing and memory units in
our proposal, the flux qubit M is also needed to couple the
computing unit (flux qubit C) with a tunable coupling strength
Jt . This tunable coupling can be realized by a superconducting
quantum interference device (SQUID) or ancilla flux qubit
[32–37], and it also has become experimentally feasible to
manipulate this coupling strength in situ and engineer various
types of circuit connectivities [38–40]. Here, let us consider a
general model for realizing this controllable coupling with an
ancilla flux qubit, as shown in the Fig. 1(c). By adiabatically
eliminating the degrees of freedom of the ancilla flux qubit,
the total Hamiltonian of the flux qubits M and C can be written
as [32–34]

HMC = 1

2

∑
j=M,C

(
εjσ

z
j + λjσ

x
j

) + Jtσ
z
Mσ z

C, (5)

where Jt is the tunable coupling strength, which can be
adjusted by varying the flux piercing the superconducting loop
of the ancilla qubit. Here εj , λj have the same meaning as
before.

Then, considering the above spin-flux and flux-flux cou-
plings, the total Hamiltonian of the hybrid system proposed
here is given by

Htot = 1

2

∑
j=M,C

(
εjσ

z
j + λjσ

x
j

) + ωNVb†b

+ gσ z
M(τ+

k + τk) + Jtσ
z
Mσ z

C. (6)

At the flux degenerate point, i.e., �j = �0/2 for the flux qubits
M and C, and using rotating-wave approximation (RWA), the

total Hamiltonian can be reduced as

Htot =
∑

j=M,C

ωj σ̃
+
j σ̃−

j + ωNVb†b

+ g(σ̃+
Mb + b†σ̃−

M) + Jt (σ̃
+
M σ̃−

C + σ̃+
C σ̃−

M), (7)

where ωj = λj denotes the frequency of flux qubit j , and �̃σ
denotes the Pauli operators expressed in the eigenvector basis
of the flux qubits.

III. RESONANT INTERACTION PROPOSAL
FOR QUANTUM STORAGE

In this section, we begin to discuss the quantum storage of
an arbitrary state of flux qubit C, that is

|ψI 〉 = (α|0〉C + β|1〉C) |0〉NV

→ |ψT 〉 = |0〉C (α|0〉NV + β|1〉NV) ,

based on the resonant interaction between the computing and
memory units. Here, the frequencies of flux qubits M and C
are tunable, and we choose the qubit basis states, i.e., |0〉C,
|1〉C, |0〉NV, and |1〉NV, as the computational basis.

In the resonant-interaction case, the frequencies of two flux
qubits and the NVE can be adjusted to satisfy the conditions
�NV = �C = 0, where the detunings are given by

�NV = ωM − ωNV, �C = ωM − ωC.

In the interaction picture, we obtain the tripartite-resonant-
interaction Hamiltonian [26,41],

HR
tot = g(b†σ̃−

M + bσ̃+
M) + Jt (σ̃

−
C σ̃

†
M + σ̃+

C σ̃−
M). (8)

We consider the computing qubit C to be initially in an arbitrary
state α|0〉C + β|1〉C, and both the flux qubit M and the NVE
in the ground state |0〉M|0〉NV. Then, the initial state of the
system |ψ(0)〉 is the coherent superposition state (α|0〉C +
β|1〉C)|0〉M|0〉NV. The system state evolves following

i
∂

∂t
|ψ(t)〉 = HR

tot|ψ(t)〉. (9)

In the subspace {|φ1〉 = |1〉C|0〉M|0〉NV; |φ2〉 = |0〉C|1〉M|0〉NV;
|φ3〉 = |0〉C|0〉M|1〉NV}. When |ψ(0)〉 = |1〉P |0〉M|0〉NV, we
can obtain the state of the system at time t , |ψ(t)〉 =∑3

j=1 Cj |φj 〉, with

C1 = J 2
t cos

(√
J 2

t + g2t
)/(

J 2
t + g2

)
, (10a)

C2 = −iJtsin(
√

J 2 + g2t)/
√

J 2 + g2, (10b)

C3 = Jg[cos(
√

J 2 + g2t) − 1]/(J 2 + g2). (10c)

From the above equations, we notice that |ψ(t)〉 =
|0〉C|0〉M|1〉NV when

√
2gt = (2k + 1)π , (k = 0,1,2 . . .), with

parameter condition Jt = g. When |ψ(0)〉 = |0〉C|0〉M|0〉NV,
the system state will remain unchanged with time.
Thus the quantum-storage process, (α|0〉C + β|1〉C)|0〉NV →
|0〉C(α|0〉NV + β|1〉NV), can be realized perfectly in the
resonant-interaction case. In order to further explicitly show
the generation of high-fidelity quantum storage, we plot in
Fig. 2 the quantum-storage fidelity versus the dimensionless
time γ t . Here the fidelity is defined as F = |M〈0|〈ψT |ψ(t)〉|2
(here |ψT 〉 is the target state of quantum storage), and this
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FIG. 2. The fidelity F of quantum storage versus the dimension-
less time γ t in the resonant-interaction case. The parameters are
scaled with γ and chosen as α = 1/

√
3, β = √

2/3, Jt = g = γ , and
�C = �NV = 0.

figure shows that the quantum-storage process can be deter-
ministically realized at an appropriate time. In other words,
the maximum fidelity for implementing quantum storage can
reach up to one in the parameter regime: �C = �NV = 0, and
g = Jt .

Notice that the above discussion is in the ideal situ-
ation, where the corresponding undesired transitions from
the computation basis to other subspace are neglected
and the frequencies of the flux qubits are fixed. Experimentally,
the above quantum storage is implemented by tuning the
frequencies of the flux qubits. First, the flux qubit C is initially
resonant with the NVE but largely detunes from the flux qubit
M, i.e., ωM(0) 	 ωC,ωNV. In this situation, the interactions
between the flux qubits C, M, and the NVE are negligible
when flux qubit C and the NVE are sufficiently apart from each
other. Second, we prepare the flux qubits C, M, and the NVE to
their initial states and bring the flux qubit M in resonance with
flux qubit C and the NVE during a ramp time τ using a pulse,
i.e., ωM(τ ) = ωC = ωNV (the ideal situation corresponding to
τ → 0). See the inset of Fig. 3. Finally, we wait for a specific
time as shown above, and then bring the qubit M back to the
initial detuned position with another pulse [42].

Summing up the above discussion, the ideal parameter
regime, i.e., τ → 0, �C = �NV = 0, and g = Jt , is necessary
in order to obtain the perfect quantum-storage process.
However, the ideal parameter conditions could not be satisfied
exactly in practical situations. In order to study the influences
of parameter mismatches on the fidelity of quantum storage,
we plot F against the ramp time of pulse τ , detunings �C,
�NV, and the coupling mismatch

λ = (Jt − g)/Jt

in Figs. 3 and 4. Figure 3 shows that the quantum-storage
fidelity is robust with the ramp time τ , and high-fidelity quan-
tum storage can still be obtained even for a finite ramp time.
For example, by choosing the flux-NVE coupling strength
g/2π = 35 MHz, the fidelity of quantum storage can still reach
up to 97.5% when the ramp time τ ≈ 0.45 ns and the initial
frequency detuning �max/2π = 700 MHz. Furthermore, it is

ωM

ωNV = ωCt

FIG. 3. (Color online) The maximum fidelity F of quantum stor-
age versus the dimensionless ramp time γ τ for different initial detun-
ing �max = ωM(0) − ωC [or ωM(0) − ωNV because here ωC = ωNV].
The parameters are scaled with γ and the same as in Fig. 2.

clearly shown from Fig. 4 that the quantum-storage fidelity
is insensitive with respect to the fluctuations of parameters
�C, �NV, and λ. As a result, the quantum-storage process
can still be realized with high fidelity, even though the ideal
parameter conditions could not be satisfied exactly in practical
situations.

Here it should be noticed that the quantum-storage process
can also be realized in a single flux-qubit–NVE system
[21]. However, in the single flux-qubit–NVE system, it is
necessary to apply additional pulse sequences on the memory
(or computing) unit in order to eliminate the influence of
the quantum-computing process on the quantum memory.
This requirement increases the difficulty of experimentally
realizing a high-fidelity quantum storage. Next, we will
show that the above problem can be solved by separating
the quantum-computing and memory units in our proposal
[see Fig. 1(c)].

As shown in Fig. 1(c), an external current Iext is used to
perform the quantum-computing process. The magnetic field
strength at a distance d away from the external current Iext is

�B(d) = μ0 �Iext/2πd, (11)

where μ0 is the permeability of the vacuum. To estimate the
coupling strength �C between the external magnetic field and
the flux qubit C, we note that HBC = −�μ · �B, where �μ is the
magnetic dipole of the flux qubit induced by the circulating
persistent current of magnitude IC and μ = ICAC, where
AC = L2 is the area of the flux qubit C. When the frequency
of the external magnetic ωd is resonant with the transition
frequency ωC, this coupling Hamiltonian can be written as
HBC = �C(σ̃+

C + σ̃−
C ), where

�C = μ0ACICIe

2πh̄dC
(12)

is the Rabi frequency.
Similarly, the interaction of the external magnetic field

�B with the NV center can be written as �S · �W , where
�W = geμB

�B, and ge and μB have the same meaning as
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FIG. 4. (Color online) Fidelity F of quantum storage versus (a) the detunings �C and �NV, and (b) the detuning � (here �C = �NV = �)
and the dimensionless coupling mismatch λ. The ideal parameter regime used in Fig. 2 is indicated by the dashed lines. The parameters are
scaled with γ and the same as in Fig. 2.

in Sec. II. Considering the magnetic field �B along the x

axis (perpendicular to the crystalline axis of the NV center)
and applying the RWA, the interaction Hamiltonian between
the external magnetic field and the NVE can be written as
HBN = �NV(b + b†), where

�NV =
√

N
geμBμ0Ie

2h̄πdN
. (13)

Here the resonant condition between the flux qubit C and the
NV center has been used. Based on the above discussion, it
should be noticed that the external magnetic field will influence
the quantum memory unit (NVE) when a single-qubit rotation
is applied on the quantum-computing unit (flux qubit C). As
an example, we consider that a single-qubit operation (rotating
θ angle) on the flux qubit C is firstly implemented by the
external current Iext, and then the generated quantum state of
the flux qubit C is transferred into the NVE. In particular, a
small quantum-state rotation for the NVE,

|0〉NV → cos(�NVt)|0〉 − i sin(�NVt)|1〉NV,

will occur when single quantum rotation

|0〉C → cos(�Ct)|0〉C − i sin(�Ct)|1〉C (θ = �Ct)

is applied on the flux qubit C. As shown in Eq. (13), the
Rabi frequency �NV decreases when increasing the distance
dN. Therefore the influence of single-qubit rotations on
the memory unit could be effectively suppressed by sepa-
rating the quantum memory and computing units because
sin(�NVt) → 0 when �NV → 0. A more detailed study on
this is presented in Sec. V by numerically simulating the
quantum-storage fidelity using typical actual experimental
parameters.

Before ending this section, we would like to point out
another advantage of our proposal. Here, the coupling between
two flux qubits can be easily controlled by an external dc
magnetic field. Thus we can cut off (or turn on) the connection
between the quantum-computing and memory units by a dc
magnetic field when quantum gate operations (or quantum
information transfer) are implemented. This property ensures
that the reversible quantum-storage process can be easily

realized in our proposal without needing any additional
operations applied on either the computing or memory
units.

IV. DISPERSIVE INTERACTION PROPOSAL
FOR QUANTUM MEMORY

In this section, we calculate the evolution of the system
in the dispersive interaction case and show the realization
of high-fidelity quantum storage. In the dispersive-interaction
case, the frequencies of the flux qubit C and the NVE are
detuned from the frequency of qubit M by �NV, and �C (where
�NV,�C 	 g,Jt ). Then we can adiabatically eliminate the
degree of freedom of the qubit M and obtain the Hamiltonian
of the effective interaction between the NVE and flux qubit C
by a Fröhlich transformation [43–45]:

HD
tot = exp(−S)Htotexp(S)

=
(

�NV + g2

�NV

)
b†b +

(
�C + J 2

t

�C

)
σ̃
†
Cσ̃−

C

+�(σ̃−
C b† + σ̃

†
Cb), (14)

where

S = g

�NV
(σ̃−

Mb† − bσ̃+
M) + Jt

�C
(σ̃−

M σ̃+
C − σ̃−

C σ̃+
M).

Here

� = gJt

2

(
1

�NV
+ 1

�C

)

is the effective coupling between the flux qubit C (computing
unit) and the NVE (memory unit). In the above calculation,
we have assumed that the qubit M is initially prepared in its
ground state.

From the Hamiltonian (14), we show that the flux qubit
C and NVE will exchange energy by virtually exciting the
qubit M, which could effectively avoid the losses induced by
qubit M. So, in the dispersive interaction case, the goal of
quantum storage, that is,

(α|0〉C + β|1〉C)|0〉NV → |0〉C(α|0〉NV + β|1〉NV),
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FIG. 5. (Color online) The fidelity F of quantum storage versus
the dimensionless time γ t in the dispersive interaction case. The black
solid and red dashed curves correspond to the original Hamiltonian (7)
and the effective Hamiltonian (14), respectively. The parameters are
scaled with γ and the same as in Fig. 2, except for �C = �NV = 10γ .

can also be realized perfectly at the appropriate time �t =
(2k + 1)π/2 for the ideal parameter conditions: �C = �NV

and g = Jt .
In order to show the validity of the above discussion, we

plot the fidelity F of the quantum storage with the original
Hamiltonian (7) and the effective Hamiltonian (14) in Fig. 5.
The consistency between the dashed and solid lines in this
figure proves that the high-fidelity quantum-storage process
can still be realized in the dispersive-interaction case.

In Fig. 6, we also present the influences of the system
parameters on the quantum-storage fidelity in the dispersive-
interaction case. Figure 6(a) shows that the frequencies of the
computing and memory qubits still need to be close, i.e., �C 

�NV, in order to obtain high fidelity. It can also be seen from
Fig. 6(b) that the fidelity of the quantum storage is robust with
respect to the system parameter λ for large detuning. Notice
that the interference fringe in Fig. 6 comes from the detuning-
induced frequency shift on the computing and memory qubits
when we adiabatically eliminate the degrees of the flux
qubit M.

V. EXPERIMENTAL FEASIBILITY

Let us now discuss the experimental feasibility of our
proposal. To be consistent with the discussion in Sec. III,
in Fig. 7 we calculate the quantum-storage fidelities with
actual experimental parameters based on the single flux-qubit–
NVE system and the proposed system here, respectively. The
dynamics of the single (hence the sub-index “s” in Hs) flux-
qubit–NVE system is decided by the interaction Hamiltonian
Hs = g(b†σ̃−

C + bσ̃+
C ). Figures 7(a,b) and 7(c,d) correspond to

the case of resonant and dispersive interactions, respectively.
It is clearly shown from Figs. 7(a) and 7(c) that the influence
of the quantum-computing process on the quantum memory
can be effectively suppressed by separating the computing and
memory units. In addition, we also clearly show in Figs. 7(b)
and 7(d) the dependence of the quantum-storage fidelity on the
distance dN, and thus a high-fidelity quantum-storage process
can be achieved in our proposal by choosing a proper distance

FIG. 6. (Color online) The fidelity F of the quantum storage
versus (a) the detunings �C and �NV, and (b) the detuning �

(here �C = �NV = �) and the dimensionless mismatch λ. The ideal
parameter conditions used in Fig. 5 are indicated by the dashed lines.
The parameters are scaled with γ and the same as in Fig. 5.

(dN > 8 μm) between two flux qubits. The present numerical
results are consistent with the qualitative conclusion obtained
in Sec. III and clearly show the feasibility of our proposal
when using experimental parameters.

We list the following experimental conditions required by
our proposal: (i) the flux qubits M and C should be connected
with a tunable coupling strength and have a long coherence
time of the order of a microsecond; (ii) the density of the
NVE should be high enough to realize the required coupling
strength between the NVE and the flux qubit M; (iii) in order to
implement a quantum memory with high fidelity, the quantum-
computing (flux qubit C) and memory (NVE) units should be
separated by an appropriate distance.

First, it is possible to couple two flux qubits with a
tunable coupling strength Jt by using a SQUID or ancilla flux
qubit. Experimentally, there are several methods for realizing
this tunable coupling. For example, dc-pulse control is a
widely used technique for modulating the coupling strength
between two flux qubits. By varying the flux piercing the
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FIG. 7. (Color online) The fidelities of quantum storage versus (a,c) time t and (b,d) the distance dN (shown in Fig. 1). The black dashed
and red solid curves in (a,c) correspond to the single flux-qubit–NVE system and the proposed system in this paper. The system parameters
used here are: LC = 2 μm, N = 106, dC = 1.2 μm, IC = 60 nA, Ie = 700 nA, and Jt/2π = g/2π = �C/2π ≈ 35 MHz. Figures (a,b) and
(c,d) correspond to the case of resonant (�C = �NV = 0) and dispersive (�C/2π = �NV/2π = 350 MHz) interactions, respectively. Notice
that θ = π/4 was chosen in (a,c), and the maximum fidelity F was chosen in (b,d).

superconducting loop of the ancilla qubit, the coupling strength
can be tuned almost from zero to 2π × 100 MHz [31,33,34].

Second, based on recent experiments [25], the coupling
strength between an ensemble of approximately 3 × 107 NV
centers and flux qubit g can reach up to 35 MHz. Here the value
of g is much larger than the decay rate of the flux qubit (γFQ ∼
1 MHz). With technical advances, the increasing number of
the NV centers in each ensemble (or the larger size of the
flux qubit) will further enhance the coupling strength. In our
proposal, we consider a flux qubit M with size LM 
 5 μm
and a density of NV centers n > 1016 cm−3 [21]. Then we
can estimate the coupling strength between flux qubits and
NVE, g 
 35 MHz, which yields a quantum-storage operation
time T ∼ 10−2μs. In addition, the dephasing and decay times
of the flux qubits made so far are usually on the order of
1–100 μs. The NV center sample has relatively long decay
and dephasing times T1NV ∼ 1 ms and T2NV ∼ 10−2 ms.
Therefore, in our proposal, the quantum-storage operation time
T ∼ 10−2μs is much shorter than the coherence times of flux
qubits and NV centers. However, it should also be noticed
that the decoherence of the NVE increases when the density
of the NV centers increases. Thus, in order to obtain a high
storage fidelity, it is still required to suppress the decoherence
of the NVE. This decoherence is normally induced by the
dipole interaction between the redundant nitrogen spins and

the NV centers, which is due to the low nitrogen-to-NV
conversion rate. Fortunately, this problem could be overcome
by applying an external driving field to the electron spins on
the redundant nitrogen atoms, which leads to an increased
coherence time of the NVE if the nitrogen spins are flipped
by the spin-echo pulses on a time scale much faster than the
flip-flop processes [21,46].

To show clearly how the quantum-storage fidelities are
modified when we include decoherence in the system, we now
write the full phenomenological quantum master equation:

ρ̇ = −i[Htot,ρ] +
∑

j=M,C

[
γj σ̃

−
j ρσ̃

†
j − γj

2
{σ̃ †

j σ̃−
j ,ρ}

]
, (15)

where γj is the decay rate of flux qubit j . Notice that the decay
rate of the NV centers has been ignored because it is much
smaller than the decay rate of the flux qubit. In Fig. 8 we plot
the quantum-storage fidelities F versus time t for different
decay rates � (γM = γc = �). It is shown there that the
quantum-storage fidelities F are robust regarding decoherence
of the hybrid system. High-fidelity quantum storage can still
be realized even when the decay rate � = 1 MHz (200 kHz)
in the case of resonant (dispersive) interaction.

Finally, as shown in our numerical calculations (Fig. 7),
it is necessary to separate the quantum-computing (flux
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FIG. 8. (Color online) The fidelities of quantum storage versus time t in the case of resonant (a) and dispersive (b) interactions. The system
parameters used here are same as those in Fig. 7 and the decay rates of flux qubits M and C, γC = γM = �. Note that the decay rate of the NV
center, which has been ignored, is negligible compared with the decay rate of the flux qubit.

qubit) and memory (NVE) units with an appropriate distance
(dN � 8 μm) in order to obtain high quantum-storage fidelity.
According to related experiments on coupled flux qubits [32],
the above condition is feasible with current technology. For
our case, we can choose an ancilla flux qubit with a length of
5 μm to connect the flux qubits M and C. Together with the
sizes of the flux qubits M and C, the condition dN > 8 μm can
be satisfied.

VI. CONCLUSION

In conclusion, we have proposed a spin-based quantum
memory for a flux qubit based on a hybrid flux qubit and
a NV-center system. We have shown that this proposal
can provide high-fidelity quantum storage under realistic
conditions, both in the resonant and the dispersive-interaction
cases. We argue that our proposal can effectively eliminate
the mutual influence between the quantum-computing and
quantum-storage processes by separating the computing and
memory units. Thus, high-fidelity quantum storage can be
realized in our proposal without needing any additional control

pulses on the computing or memory units. Moreover, the
quantum-computing and memory units can be respectively
integrated, which has practical applications in the realization
of large-scale quantum memory devices.
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[20] J. Verdú, H. Zoubi, Ch. Koller, J. Majer, H. Ritsch, and
J. Schmiedmayer, Phys. Rev. Lett. 103, 043603 (2009); J. H.
Wesenberg, A. Ardavan, G. A. D. Briggs, J. J. L. Morton,
R. J. Schoelkopf, D. I. Schuster, and K. Mølmer, ibid. 103,
070502 (2009).

[21] D. Marcos, M. Wubs, J. M. Taylor, R. Aguado, M. D. Lukin,
and A. S. Sørensen, Phys. Rev. Lett. 105, 210501 (2010).

[22] J. Twamley and S. D. Barrett, Phys. Rev. B 81, 241202(R)
(2010).

[23] Z.-L. Xiang, X.-Y. Lü, T.-F. Li, J. Q. You, and F. Nori, Phys.
Rev. B 87, 144516 (2013).
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