
Chapter 17
Quantum Bits with Josephson Junctions

Anton Frisk Kockum and Franco Nori

17.1 Introduction

Already in thefirst edition of this book [1], a great number of interesting and important
applications for Josephson junctions were discussed. In the decades that have passed
since then, several new applications have emerged. This chapter treats one such new
class of applications: quantum optics and quantum information processing (QIP)
based on superconducting circuits with Josephson junctions. At the time of writing,
the most recent and comprehensive reviews of this field, which has grown rapidly
in the past two decades, are [2, 3]. We also recommend the reviews in [4–12] for
additional perspectives on the field. In this chapter, we aim to explain the basics of
superconducting quantum circuits with Josephson junctions and demonstrate how
these systems open up new prospects, both for QIP and for the study of quantum
optics and atomic physics.

17.1.1 What Is a Qubit?

As the name suggests, the field of QIP is concerned with information in quantum
rather than classical systems. In a classical computer, the most basic unit of infor-
mation is a bit, which can take two values: 0 and 1. In a quantum computer, the laws
of quantum physics allow phenomena like superposition and entanglement. When
discussing information processing in a quantum world, the most basic unit is there-
fore a quantum bit, usually called qubit, a two-level quantum system with a ground
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state |0〉 and an excited state |1〉. Unlike a classical bit, which only has two possible
states, a quantum bit has infinitely many states: all superpositions of |0〉 and |1〉,

|ψ〉 = α |0〉 + β |1〉 , (17.1)

where α and β are complex numbers satisfying |α|2 + |β|2 = 1. A useful tool for
visualizing a qubit state is the Bloch sphere shown in Fig. 17.1. A state of the qubit
is represented as a point on the surface of the sphere, which has radius 1. The two
states of a classical bit correspond to the north and south poles on the sphere.

If there are N qubits in a system, the total state of that system can be a superpo-
sition of 2N different states: |000 . . . 00〉, |100 . . . 00〉, |010 . . . 00〉, . . ., |111 . . . 10〉,
|111 . . . 11〉. This means that at least 2N classical bits are required to represent this
quantum system. The beginning of the field of QIP is often traced back to a talk by
Feynman in 1982 [13], where he argued for using quantum rather than classical bits
to simulate quantum systems and thus achieving an exponential gain in computing
resources. This would open up new avenues in, e.g., chemistry, pharmaceutics, and
materials science.

Following Feynman’s insight, the potential for speed-ups of computer algorithms
through the use of qubits has beenmuch studied. It has been shown that such quantum
algorithms can speed up factorization [14] (the hardness of which underpins most
cryptography today), database search [15], the solving of systems of linear equa-
tions [16], and several other important applications [17]. Note that these speed-ups
are not due to a quantum computer exploring many of the states in a superposition
at the same time, but rather due to algorithms setting up interference between the
complex probability amplitudes of these states in a clever way that leads to the sought
answer. For a more in-depth description of the theory of quantum computation, see,
e.g., the textbook in [18].

Fig. 17.1 The Bloch sphere
representation of a qubit
state. The north pole is the
ground state |0〉 and the
south pole is the excited state
|1〉. To convert an arbitrary
superposition of |0〉 and |1〉
to a point on the sphere, the
parametrization |ψ〉 =
cos θ

2 |0〉 + eiϕ sin θ
2 |1〉 is

used



17 Quantum Bits with Josephson Junctions 705

17.1.2 Why Josephson-Junction Qubits?

To turn the enticing idea of QIP into reality, a physical implementation of qubits is
needed. One option is to use single atoms or ions, well-known quantum systems.
However, these tiny systems come with parameters already fixed by nature and can
be hard to control. Some research groups therefore turned to circuits that can be
fabricated on a chip just like the processors in today’s classical computers. In addition
to making fabrication relatively easy, such electrical circuits make it possible to
design the parameters of the qubits to a much greater extent, and sometimes also
to tune these parameters in situ during an experiment. These circuits are sometimes
referred to as artificial atoms.

The superposition state of a qubit is a fragile thing, sensitive to losses. By making
the circuits out of superconducting material and operating them at temperatures
below the critical temperature Tc, resistive losses are avoided.

However, the superconducting circuit also needs a nonlinear element to function
as a qubit. To understand this, consider an LC resonator. Such a circuit is a harmonic
oscillator with resonance frequency ωr = 1/

√
LC . When operated at low tempera-

tures T such that �ωr � kBT , i.e., when thermal noise does not significantly affect
quantum coherence in the system, this circuit can be treated as a quantum harmonic
oscillator. As shown in Fig. 17.2a, this quantum system has equally spaced energy
levels, i.e., the energy it takes to excite the system from its ground state |0〉 to its first
excited state |1〉 is the same as that required to excite the system further from |1〉 to
|2〉, and so on. This means that the LC resonator is not a good qubit, because when
we seek to manipulate its state |ψ〉 by sending in energy at the resonance frequency,
we will also excite higher states (|2〉 and above) outside our computational subspace,
which is spanned by |0〉 and |1〉.

(a) (b)

Fig. 17.2 Harmonic and anharmonic systems and their suitability as qubits. a In the quadratic
potential (black curve) of a harmonic system, the energy levels (red lines) are equally spaced, i.e.,
ω j, j+1 = ω01, where ω jk is the transition frequency between energy levels j and k. A signal at
frequency ω01 will thus not only transfer population from |0〉 to |1〉, but also from |1〉 to |2〉, etc.
b In the potential of an anharmonic system, e.g., the cosine potential characteristic of a Josephson
junction, ω01 �= ω12. A signal at frequency ω01 will thus only drive transitions between |0〉 to |1〉
and not affect any other levels in the system (provided that the signal is not too strong). This limits
the dynamics to the two-level system formed by |0〉 and |1〉, which can be interpreted as a qubit
(Color figure online)
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The Josephson junction is the element that provides the nonlinearity needed to
turn a superconducting circuit into a qubit. As we will see in more detail in the next
sections, a Josephson junction can be incorporated into circuits in different ways
to make a qubit. In a circuit where the Josephson-junction contribution dominates,
the potential will be a cosine function, unlike the quadratic potential of a harmonic
oscillator. As shown in Fig. 17.2b, the spacing between energy levels in this cosine
potential is anharmonic, i.e., the energy it takes to excite the system from |0〉 to |1〉
is different from that required to excite the system from |1〉 to |2〉. This makes it
possible to address the |0〉 ↔ |1〉 transition separately to manipulate the qubit state.
These manipulations can be visualized as rotations on the Bloch sphere in Fig. 17.1.

Josephson junctions are also an integral part of many devices needed to read out
and control superconducting qubits, e.g., amplifiers,mixers, beam-splitters, switches,
etc. [2]. This great reliance on Josephson junctions sets constraints on the operating
temperature and frequency of the superconducting circuits discussed in this chapter.
In general, the Josephson-junction qubits have transition frequencies in the range
1–10GHz, since this is well below the plasma frequency of the Josephson junctions
involved and also matches well with frequency ranges for commercially available
electronics. To ensure that T � Tc and �ω01 � kBT , the Josephson-junction qubits
are operated at temperatures on the order of 10mK, which is well within reach of
modern dilution refrigerators.

17.1.3 Outline

In the rest of this chapter, we will further explore the world of Josephson-junction
qubits. To enable a deeper understanding of how these circuits work, we first review,
in Sect. 17.2, how to quantize electrical circuits, i.e., how to derive the Hamiltonian
governing their dynamics. We then apply this quantization procedure in Sect. 17.3 to
derive the Hamiltonians for three basic types of Josephson-junction qubits: charge
qubits, flux qubits, and phase qubits. In Sect. 17.4, we show how these three basic
types have been developed and refined further in various ways to create some of the
qubits that are mainly used today. Having developed this strong foundation in the
workings of Josephson-junction qubits, we then turn to their use for QIP in Sect. 17.5.
Finally, we also discuss in Sect. 17.6 how the artificial atoms, that Josephson-junction
qubits are, have been used to explore new regimes of quantum optics and atomic
physics that were hard or impossible to reach with natural atoms.

17.2 Quantizing Electrical Circuits

The process for quantizing electrical circuits is briefly the following: write down the
classical Lagrangian for the circuit, identify generalized coordinates and momenta
in the circuit, use these together with the Lagrangian to arrive at theHamiltonian, and
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promote the generalized coordinates and momenta to operators obeying canonical
commutation relations. This process is well described in [19–21]. In this section,
we cover the main points that are needed to derive Hamiltonians for the most basic
Josephson-junction qubits. The material presented here and in the following two
sections is mainly based on [2, 22].

An electrical circuit can be described as a number of nodes connected through
circuit elements. As generalized coordinates for such a circuit, it is often convenient
to use the node fluxes

Φn(t) =
∫ t

−∞
Vn(t

′) dt ′, (17.2)

where Vn denotes the node voltage at node n. The corresponding generalized mo-
menta will usually, but not every time, be the node charges

Qn(t) =
∫ t

−∞
In(t

′) dt ′, (17.3)

where In denotes node current. However, it should be remembered that Kirchhoff’s
laws can reduce the number of degrees of freedom in the circuit. For example, if there
is a loop l in the circuit, the voltage drop around that loop should be zero, which
implies

∑
b around l

Φb = Φext, (17.4)

whereΦext is the externalmagnetic flux through l andΦb are the branchfluxes (not the
node fluxes) around l. The external magnetic flux is constrained by the quantization
condition Φext = mΦ0, where m ∈ Z and Φ0 = h/2e is the flux quantum (e is the
elementary charge and h is Planck’s constant).

Once the energies of the circuit elements have been expressed in terms of the
generalized coordinates Φn to form the Lagrangian L, the Hamiltonian H is found
by performing the Legendre transformation [23]

H =
∑
n

∂L

∂Φ̇n
Φ̇n − L. (17.5)

The ∂L/∂Φ̇n in the first part of this expression are the generalized momenta, which
often turn out to be Qn .

So far, everything we have done, with the exception of the quantization condi-
tion for Φext, has been classical physics. The Hamiltonian only becomes quantum
when we identify the generalized coordinates and momenta as operators obeying the
canonical commutation relation
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[
Φn,

∂L

∂Φ̇m

]
= i�δnm, (17.6)

where δnm is the Kronecker delta.
The superconducting circuits we will discuss contain three elements: capacitors,

inductors, and Josephson junctions, as shown in Fig. 17.3. We model the Josephson
junction as a capacitor CJ in parallel with an “X”, which contains the part charac-
terized by the Josephson equations. The parameter needed to describe the “X” is the
Josephson energy EJ.

The Lagrangians for capacitors and inductors are easy to derive. The energy stored
in a capacitor with capacitance C , connected to nodes with node fluxes Φ1 and Φ2

(see Fig. 17.3a), is

CV 2

2
= C

(
Φ̇1 − Φ̇2

)2
2

, (17.7)

whereV is the voltage across the capacitor. For the case of an inductorwith inductance
L (see Fig. 17.3b), the energy is

L I 2

2
= {

V = L İ
} = (Φ1 − Φ2)

2

2L
, (17.8)

where I is the current through the inductor. In the LagrangianL, kinetic-energy terms
give a positive contribution and potential-energy terms give negative contributions.
Terms with Φ̇ can be identified as kinetic energy and terms with Φ correspond to
potential energy. This gives

LC = C
(
Φ̇1 − Φ̇2

)2
2

, (17.9)

LL = − (Φ1 − Φ2)
2

2L
. (17.10)

(a) (b) (c)

Fig. 17.3 The three basic circuit elements used to build superconducting circuits with Josephson-
junction qubits. a Capacitance C . b Inductance L . c A Josephson junction with capacitance CJ and
Josephson energy EJ



17 Quantum Bits with Josephson Junctions 709

We now turn to the Josephson junction depicted in Fig. 17.3c. From the previous
discussion, we already know the contribution to L from the capacitive part of this
circuit. To find the contribution from the “X”, we recall the Josephson equations

IJ = Ic sin φ, (17.11)

φ̇ = 2e

�
V (t), (17.12)

where IJ is the super-current through the junction, Ic is the critical current, V (t) is
the voltage across the junction, and φ = 2e (Φ1 − Φ2) /� = 2π (Φ1 − Φ2) /Φ0 is
the phase difference across the junction. Using these equations, we can calculate the
energy

∫ t

−∞
I (τ )V (τ ) dτ = EJ (1 − cosφ) , (17.13)

remembering that the Josephson energy is given by EJ = �Ic/2e. We can thus con-
clude that the Lagrangian for a Josephson junction is

LJJ = CJ
(
Φ̇1 − Φ̇2

)2
2

− EJ (1 − cosφ) . (17.14)

Herewe see that the cosine term enters the Lagrangian in the sameway as an ordinary
inductive term, i.e., it is a function ofΦ, not Φ̇. However, it is not a quadratic function
of Φ, which is why the Josephson junction functions as a nonlinear inductance. As
discussed in Sect. 17.1.2, this nonlinearity is essential for the superconducting circuits
to function as qubits.

The Josephson-junction part of a superconducting qubit usually controls the tran-
sition frequency ω01 and other properties of the qubit. In a device with a single
junction, the Josephson energy is fixed at the fabrication stage. However, by using
two Josephson junctions in a SQUID configuration, a tunable Josephson energy can
be achieved, which means that various qubit parameters can be tuned during an ex-
periment. The SQUID works as a single junction with an effective Josephson energy
that is a function of the external magnetic flux through the SQUID loop [24]:

EJ,eff = (
EJ,1 + EJ,2

)
cos

(
πΦext

Φ0

) √
1 + d2 tan2

(
πΦext

Φ0

)
, (17.15)

where EJ,n is the Josephson energy of junction n and

d = EJ,2 − EJ,1

EJ,2 + EJ,1
(17.16)

is a measure of the junction asymmetry.
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17.3 The Three Basic Josephson-Junction Qubits

There are three basic designs for Josephson-junction qubits, depicted in Fig. 17.4.
The three are known as a charge qubit (Fig. 17.4a), a flux qubit (Fig. 17.4b), and a
phase qubit (Fig. 17.4c), respectively. Roughly speaking, the charge qubit is a box
for charge, controlled by an external voltage Vg; the flux qubit is a loop controlled
by an external magnetic fluxΦext; and the phase qubit is a Josephson junction biased
by a current Ib.

As we saw in Sect. 17.2, these qubit circuits can be described by generalized
coordinates and conjugate generalized momenta. If we take the phase difference φ

across the Josephson junction as the coordinate, the conjugate variable will be n, the
number of Cooper pairs on one of the superconducting islands of the junction. The
commutation relation of these variables is

[
eiφ, n

] = eiφ, (17.17)

which sometimes is expressed as [φ, n] = i if one does not take into account the
fact that φ is periodic [25]. From this follows that these conjugate variables obey the
Heisenberg uncertainty relation �φ�n ≥ 1.

The most relevant parameter for understanding the workings of a Josephson-
junction qubit is usually the ratio between the Josephson energy EJ and the single-

(a) (b) (c)

Fig. 17.4 The three basic Josephson-junction qubit circuits and their potential-energy landscapes,
with the two lowest energy levels marked in red. The details of each qubit are given in the following
subsections. a Charge qubit. b Flux qubit. c Phase qubit. For simplicity, the capacitance CJ is only
shown in panel (a), although it is also present in the circuits in panels (b) and (c) (Color figure
online)
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electron charging energy EC = e2/(2C), where C is some relevant capacitance in
the circuit. When EJ/EC � 1, the charge number n is well defined and φ has large
quantum fluctuations. This is the case for the charge qubit. When EJ/EC � 1, the
opposite holds. This is the case for both the flux qubit and the phase qubit.

17.3.1 Charge Qubit

We now discuss the three basic Josephson-junction qubits in more detail, starting
with the charge qubit. The charge qubit is also known as the Cooper-pair box (CPB).
It was one of the first superconducting qubits developed [26–28].

The upper part of Fig. 17.4a shows the circuit diagram of a CPB. The heart of
the CPB is a small superconducting island (black dot with node flux Φ), which is
connected to a superconducting reservoir through a Josephson junction. Cooper pairs
can tunnel on and off the island through this junction. The island is also connected
to a voltage source Vg through a gate capacitance Cg. This part of the circuit deter-
mines a background charge ng = CgVg/(2e) (we measure the background charge in
units of Cooper pairs) induced on the superconducting island by the electromagnetic
environment.

We can write down the Lagrangian of the CPB circuit in Fig. 17.4a by applying
(17.9) and (17.14):

LCPB = Cg
(
Φ̇ − Vg

)2
2

+ CJΦ̇
2

2
− EJ

[
1 − cos

(
2πΦ

Φ0

)]
. (17.18)

We then apply the Legendre transformation from (17.5), identify the conjugate mo-
mentum Q = (

CJ + Cg
)
Φ̇ − CgVg (which is the charge on the superconducting

island), and remove constant terms since they do not give any contribution to the
dynamics (put another way: we can set the zero energy arbitrarily; only energy dif-
ferences matter). The result is the Hamiltonian

HCPB = 4EC
(
n − ng

)2 − EJ cosφ, (17.19)

where we have identified n = −Q/2e as the number of Cooper pairs on the island
and φ = 2eΦ/�. Here, the capacitance defining EC is the total capacitance CJ + Cg.

Continuing to make the circuit description quantum, we promote Φ and Q to
operators using the commutation relation in (17.17). From this commutation relation,
it follows that e±iφ |n〉 = |n ∓ 1〉, where |n〉 is a system state written in the charge
basis counting the number of Cooper pairs, i.e., the eigenbasis of the operator n.
From this result, together with the resolution of unity [29] and the identity cosφ =(
eiφ + e−iφ

)
/2, we obtain the CPB Hamiltonian in the charge basis:
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HCPB =
∑
n

[
4EC

(
n − ng

)2 |n〉〈n| − 1

2
EJ (|n + 1〉〈n| + |n − 1〉〈n|)

]
. (17.20)

Note that this is a tight-binding Hamiltonian with EC and ng determining the on-site
energy and EJ setting the tunneling matrix element between neighboring charge
states. Since ng can be controlled by an external voltage, it is thus possible to tune
the energy levels of the system during an experiment. Further tunability, of EJ, is
possible if the Josephson junction is replaced by a SQUID, as explained around
(17.15).

The half-integer values of the background charge, ng = m + 1
2 ,m ∈ Z, are special

due to several reasons:

• For these values of ng, the eigenstates of the system have well-defined parities.
• For the two charge states |m〉 and |m + 1〉, the effective charging energies
4EC

(
n − ng

)2
are degenerate at these points.

• At these points, the two lowest energy levels of the system are well separated
from the other energy levels in the system, which makes for a good qubit. Due to
the degeneracy between the charging energies of these two levels, the transition
frequency for the qubit is set by EJ.

• At these points, the qubit is less sensitive to charge noise, i.e., fluctuations in ng,
since ∂HCPB/∂ng = 0 here (remember that the term with n2g in HCPB is a constant
that can be neglected). For this reason, ng = m + 1

2 are sometimes called sweet
spots for charge qubits.

17.3.2 Flux Qubit

The flux qubit [30–34], shown in Fig. 17.4b, is another simple Josephson-junction
qubit design that has been around for as long as the charge qubit. It is also known as
a persistent-current qubit.

The flux qubit in its simplest form consists of a superconducting loop interrupted
by one Josephson junction. However, for this circuit to function as a qubit, there must
be at least two states in the local minimum of the potential energy (see the lower part
of Fig. 17.4b). Fulfilling this condition turns out to require a large self-inductance,
which means that the loop needs to be large. This is not desirable when operating the
circuit as a qubit, since a large loop will be more sensitive to fluctuations in external
magnetic flux.

To solve the problem of inductance and loop size, the common approach is to use
three Josephson junctions instead of one [31, 32]. Out of these three junctions, two
are identical with Josephson energies EJ, while the third is smaller with Josephson
energy αEJ. The value of α determines the potential-energy landscape of the circuit.
Usually, α in the range 0.6–0.7 is used because it makes the circuit less sensitive to
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charge noise. The potential energy then looks roughly like in Fig. 17.4b. However, if
instead α < 0.5, the potential energy only has a single well.

The Hamiltonian for a flux qubit with three Josephson junctions can be written
as [30]

Hflux = P2
p

2Mp
+ P2

m

2Mm
+ 2EJ

(
1 − cosφp cosφm

)

+ αEJ

[
1 − cos

(
2π

Φext

Φ0
+ 2φm

)]
, (17.21)

with Mp = 2CJ (Φ0/2π)2, Mm = Mp (1 + 2α), Pp = −i� ∂
∂φp

, and Pm = −i� ∂
∂φm

.
The phase differences across the two larger junctions, φ1 and φ2, have been combined
to form the new variables φp = φ1 + φ2 and φm = φ1 − φ2.

The Hamiltonian in (17.21) can be interpreted as describing a particle with an
anisotropic mass (the first two terms on the right-hand side) moving in a periodic
two-dimensional potential (the last two terms on the right-hand side). Similar to how
the parameters of the charge-qubit Hamiltonian in (17.20) can be tuned by changing
the external voltage Vg, the potential-energy term in (17.21) can be tuned by adjusting
the external flux Φext (and EJ can again be tuned by replacing one of the junctions
with a SQUID). And just like the point ng = 0.5 is special for the charge qubit, the
point Φext/Φ0 = 0.5 is of particular interest when considering the flux qubit:

• At Φext/Φ0 = 0.5, the potential-energy term is symmetric. The eigenstates of the
system have well-defined parities at this point. Away from this point, the potential-
energy term is asymmetric and the eigenstates no longer havewell-defined parities.

• For values of Φext such that Φext/Φ0 ≈ 0.5, the two lowest energy levels of the
system are well separated from the other energy levels in the system, making the
circuit a good qubit. At this point, the Hamiltonian for the two levels making up
the qubit can be written as

H = εσz + δσx

2
, (17.22)

where ε = Ip (2Φext − Φ0), and the Pauli operators are defined as σz = |�〉〈�| −
|�〉〈�| and σx = |�〉〈�| + |�〉〈�|. Here, the basis states are |�〉 and |�〉, i.e.,
stateswith supercurrents ofmagnitude Ip circulating anti-clockwise and clockwise,
respectively, in the loop. Each of these circulating-current states corresponds to one
potential well; the potential wells are connected by the tunneling matrix element δ.

• To first order in perturbation theory, the parameters of the flux qubit are insensitive
to flux noise, i.e., fluctuations inΦext. For this reason,Φext/Φ0 = 0.5 is sometimes
referred to as a sweet spot, or optimal working point, for a flux qubit.
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17.3.3 Phase Qubit

The phase-qubit circuit, depicted in Fig. 17.4c, is arguably the oldest member of
the Josephson-junction-qubit family. It was studied already in the 1980s as part of
experimental efforts to probe quantum effects due to macroscopic degrees of free-
dom [35, 36]. Further evidence that these systems are truly quantum-mechanical was
later provided by demonstrating a violation of Bell’s inequality [37, 38]. These days,
when Josephson-junction qubits are used for quantum computing or quantum-optics
experiments, refinements of the charge and flux qubits are much more commonly
seen than phase qubits, since it has turned out to be more challenging to preserve
quantum coherence in the latter [3].

The phase qubit consists of a large Josephson junction (EJ/EC ≈ 106) controlled
through an applied bias current Ib [39]. The bias current sets the tilt of the “tilted-
washboard” potential for the circuit (see the lower part of Fig. 17.4c) and is usually
tuned close to the critical current Ic. The Hamiltonian of the circuit is

Hphase = 2π

Φ0

p2

2CJ
− Φ0

2π
Ibφ − EJ cosφ, (17.23)

where the “momentum” p is given by the charge Q = 2ep/� on the capacitance of the
Josephson junction. Quantization proceeds as before by treating φ as the coordinate
conjugate to this momentum. The resulting eigenenergies of the system have small
anharmonicity, but a qubit can be defined as before by considering only the two
lowest levels. Although the large EJ/EC ratio makes the phase qubit insensitive to
charge noise, there is not, unlike for the charge and flux qubits, any symmetry point
where the phase qubit is particularly well protected from noise sources.

17.4 Further Josephson-Junction Qubits

To scale up Josephson-junction qubits for large-scale quantum computation, it is
essential that the quantum coherence of the qubits can be maintained for as long
as possible. Through the years, many refinements of the three basic circuit designs
reviewed in the previous section have been proposed and tested, mostly with the
aim of improving coherence, but also for purposes like increasing connectivity or
the tunability of parameters. In this section, we first explain the workings of a cur-
rently popular design, the transmon qubit [40], and then give an overview of other
updates to the basic qubit designs. Note that there also exist proposals for other
Josephson-junction-qubit designs that do not build directly on the three basic cir-
cuits; examples include so-called phase-slip qubits,Andreev-level qubits, and d-wave
qubits [41].
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17.4.1 The Transmon Qubit

The transmon qubit (the name was originally an abbreviation of the unwieldy
“transmission-line shunted plasma oscillation qubit”) is formed by adding another
capacitance CB, in parallel with the Josephson junction, to the charge-qubit circuit
in Fig. 17.4a [40]. This is similar to an earlier proposal that modifies a flux qubit in
the same way [42]. Adding the extra capacitance decreases the charging energy EC

in the circuit. By changing the EJ/EC ratio from EJ/EC ≈ 10−1 to EJ/EC ≈ 102,
the charge-qubit circuit goes from having a well-defined n to having a well-defined
φ. However, the resulting energy levels are largely insensitive to fluctuations in ng,
as shown in Fig. 17.5.

The price one pays for this protection from charge noise is a decrease in the
anharmonicity of the circuit. In the limit EJ � EC, perturbation theory in the small
variable EC/EJ gives that the energy levels Em of the circuit are well approximated
by (see [40])

Em = −EJ + √
8EJEC

(
m + 1

2

)
− EC

12

(
6m2 + 6m + 3

)
. (17.24)

From this, we obtain the qubit transition frequency

ω01 =
(√

8EJEC − EC

)
/� (17.25)

and the anharmonicity

(a) (b)

Fig. 17.5 Energy levels of a CPB for different EJ/EC ratios. a EJ/EC = 1. This is the charge-
qubit regime, where, as explained in Sect. 17.3.1, a good qubit is formed when ng ≈ ±0.5. At these
points, ω01 is nowhere close to ω12 and the transition frequencies are not so sensitive to fluctuations
in ng. b EJ/EC = 20. This is the transmon-qubit regime, where the energy levels are insensitive to
fluctuations in ng no matter what the value of ng is. The anharmonicity of the energy-level spacing
is less than for the charge qubit, but still enough to make a good qubit
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ω12 − ω01 = −EC/�. (17.26)

However, the trade is a favorable one. A detailed analysis using perturbation theory
shows that the decrease in sensitivity to charge noise is exponential in

√
EJ/EC,while

the anharmonicity only decreases linearly in
√
EJ/EC when scaled by ω01. Recall

that EJ/EC can be tuned by an external magnetic flux if the Josephson junction is
replaced by a SQUID (17.15).

17.4.2 Other Qubit Refinements

Anoverview of extensions of the three basic qubit designs of Sect. 17.3 is presented in
Fig. 17.6. We have already mentioned in preceding sections that replacing a Joseph-
son junction with a SQUID makes it possible to tune EJ. In the top left corner of
Fig. 17.6, such a replacement is shown for a charge qubit (Cooper-pair box) and in
the center of the bottom row of Fig. 17.6, the same idea is applied to a flux qubit [43].
We also note that recently there have been experiments with transmon qubits where
the Josephson junction is formed by two superconductors connected through a semi-
conductor nanowire [44, 45]. This has been called a gatemon circuit, since here EJ

can be tuned by a gate voltage applied to the nanowire.
Themost importantmotivation for improvingqubit designhas been to extendqubit

coherence time, i.e., the time that the quantum coherence of the qubit is preserved
before being lost due to noise from the surroundings. The first charge and flux qubits
only had coherence times of a few nanoseconds. Remember that most Josephson-
junction qubits have transition frequenciesω01 in the range 1–10GHz.One of the first
improvements on the aforementioned short coherence times was to combine features
of these two designs to make the quantronium [46] qubit, shown in the center of the
upper row in Fig. 17.6. Operating in an intermediate regime where EJ/EC ≈ 1, this
circuit boosted coherence times to about 500ns.

Another strategy for reducing environmental noise thatwe alreadyhavementioned
is the addition of a capacitance to the charge qubit, forming the transmon circuit
shown in the top right of Fig. 17.6. This increases EJ/EC and makes the qubit less
sensitive to charge noise. Transmon qubits have reached coherence times on the order
of 100µs [47, 48].

The same trick of adding a shunt capacitance to decrease sensitivity to charge
noise has also been applied to the flux qubit [42, 49], as shown in the bottom right of
Fig. 17.6. This has also resulted in greatly improved coherence times, although, just
as in the case of the transmon, there is a price to be paid in the form of a decrease in
anharmonicity of the circuit. The increased need for protection from charge noise in
the flux qubit arose due to the introduction of the 3-junction flux qubit (bottom left
in Fig. 17.6), which made it possible to reduce loop size and thus reduced flux noise,
but made the circuit more sensitive to charge noise instead. We note that there also
is a design with a shunt capacitance added to a phase qubit [50].



17 Quantum Bits with Josephson Junctions 717

Fig. 17.6 A chart of various extensions and refinements of the three basic Josephson-junction
qubits. For each circuit design, the name is written above the circuit and the main improvement in
performance is listed below the circuit. More details are given in the text

A further development of the flux-qubit design is the fluxonium [51] qubit, shown
center right in Fig. 17.6. In this design, one Josephson junction is shunted by an array
of Josephson junctions, which suppress charge noise by having large capacitances,
but also help achieving a high anharmonicity by providing a large inductance. An
experiment with a fluxonium qubit [52] is at the time of writing the only that ever
demonstrated a Josephson-junction qubit being protected from energy relaxation for
more than one millisecond.

There are also design developments building on the noise-resistant transmon qubit
with an eye to scaling up to circuits containingmany coupled qubits. One such design
is the xmon [53] qubit shown center left in Fig. 17.6. By making the superconducting
island cross-shaped, this version of the transmon can be capacitively coupled to
multiple other qubits and/or control lines. For coupling two transmon qubits directly,
there is also the gmon [54] circuit shown in the center of Fig. 17.6. The coupling
between the two qubits can be tuned inductively during the experiment.
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17.5 Quantum Computing with Josephson-Junction Qubits

As described in Sect. 17.1, the main motivation for the development of Josephson-
junction qubits has been their potential application as building blocks for a quantum
computer. This is the reason why today companies like IBM and Google have large
teams of researchers trying tomake a significant number of Josephson-junction qubits
work well together. At the time of writing, these research groups are approaching
systemsizes of almost 100qubits. In this section,weprovide amoredetailedoverview
of why Josephson-junction qubits are seen as one of the most promising platforms
for quantum computation. We also discuss related topics like other approaches to
quantum computation, quantum simulation, and quantum error correction. For more
in-depth reviews of this topic, see [2, 3, 12].

17.5.1 Fulfilling the DiVincenzo Criteria

When judging how suitable a physical system is for building a universal digital
quantum computer (i.e., a qubit-based computer, using gates, that in theory can
be programmed to do anything given enough time and resources), the gold stan-
dard is the DiVincenzo criteria [55]. These are five conditions that need to be ful-
filled by Josephson-junction qubits, trapped ions, or any other prospective gate-based
quantum-computing architecture. The criteria are

(DV1) Qubits: it must be possible to fabricate multiple qubits.
(DV2) Initialization: it must be possible to initialize these qubits to a simple, known

state, e.g., |000 . . . 00〉.
(DV3) Gates: it must be possible to perform both single- and two-qubit gates on

the qubits with high fidelity. Single-qubit gates are rotations on the Bloch
sphere; two-qubit gates are quantum versions of classical two-bit gates like
XOR or controlled-NOT. The set of available gates must be universal, i.e.,
they must together enable any conceivable program to be implemented on
the quantum computer.

(DV4) Readout: it must be possible to measure the states of the qubits.
(DV5) Coherence: the coherence times of the qubits must be long enough to allow

a large number of gates to be performed in sequence before a significant loss
of quantum coherence occurs.

To these five criteria, one can also add that it is desirable to

(i) Have an interface that can transmit quantum information from the qubits in the
computer to qubits in a memory or to qubits used for long-distance communi-
cation.

(ii) Be able to communicate quantum information across long distances.

To realize (i), a promising route is hybrid quantum systems, where superconducting
circuits couple to some other type of system, which may not be suitable for quantum
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computation itself, but has excellent coherence times instead [9, 11]. This other
system could even be one of the two-level systems that occur naturally in a Josephson
junction [56, 57]. For (ii), optical photons are ideal information carriers [58]. There
is currently much effort being devoted to designing devices that can convert quantum
information from the microwave frequencies of Josephson-junction qubits to optical
frequencies. Since these energy scales differ by roughly five orders of magnitude, it
is very hard to achieve good conversion efficiency [3].

17.5.1.1 Qubits

Regarding (DV1), we have already shown in this chapter that there is a multitude
of different Josephson-junction qubits available. Since these circuits are easy to
fabricate on a chip, they can be scaled up to systems with many qubits. However, it
remains an outstanding engineering challenge to scale up the connections to control
electronics needed tomanipulate and read out themany qubits in such a large system.

17.5.1.2 Initialization

When it comes to (DV2), several methods are available to initialize Josephson-
junction qubits in a known state (usually the ground state |0〉). One method is to
simply measure the qubit, projecting it into |0〉 (or flipping it from |1〉 to |0〉 through
a simple rotation if the measurement result is |1〉) [59, 60]. One can also control the
environment of the qubit to induce relaxation to |0〉 [61] or use a driven setup where
the steady state has the qubit in |0〉 [62].

17.5.1.3 Gates

For (DV3), we first note that single-qubit rotations together with any “non-trivial”
two-qubit gate constitutes a universal gate set. One example of such a two-qubit gate
is the controlled-NOT (CNOT) gate, which flips qubit 2 if qubit 1 (the controlling
qubit) is in its excited state:

|00〉, |01〉, |10〉, |11〉 CNOT−−−→ |00〉, |01〉, |11〉, |10〉 . (17.27)

Another useful two-qubit gate is the controlled-phase (CPHASE) gate, which adds
a phase factor eiϕ to the state |11〉 and leaves all other states unchanged:

|00〉, |01〉, |10〉, |11〉 CPHASE−−−−→ |00〉, |01〉, |10〉, eiϕ |11〉 . (17.28)

The special case ϕ = π is known as the controlled-Z (CZ) gate. A third two-qubit
gate is the iSWAP gate, which leaves |00〉 and |11〉 unchanged, but swaps the states
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|01〉 and |10〉 into each other, adding a factor i in front of them:

|00〉 , |01〉 , |10〉 , |11〉 iSWAP−−−→ |00〉 , i |10〉 , i |01〉 , |11〉 . (17.29)

All the above two-qubit gates have been implemented with Josephson-junction
qubits. At the time of writing, state of the art for single-qubit gates is fidelities above
99.9% [63, 64] and above 99% for two-qubit gates [63, 65]. In the work of [63],
the two-qubit gate used was the CPHASE gate. It was realized with gmon qubits
(see Sect. 17.4.2) and utilized the second excited state of these qubits, achieving a
phase shift of the state |11〉 only by bringing it into resonance with the state |02〉
for a short time. In [65], the two-qubit gate was instead a CNOT one. Unlike the
previous example, this gate used a scheme called cross-resonance, which does not
require tuning any qubit frequency. Instead, the gate is implemented between two
qubits with different transition frequencies. Both qubits are driven at their respective
transition frequencies, but one of them is also driven at the transition frequency of the
other. Since no qubit frequency need to be tuned, the gate can be implemented with
transmons containing only single Josephson junctions. The absence of a SQUID
in the transmon makes that qubit less sensitive to flux noise, so a single-junction
transmon generally has longer coherence times.

Wealsomention that, similar to theCPHASE implementation described above, the
three-qubit Toffoli gate has been implemented by taking advantage of higher energy
levels in transmon qubits [66, 67]. The Toffoli gate can be seen as a CNOT gate with
two control qubits. It can also form the basis for universal quantum computation. For
a more detailed review of gates in superconducting circuits, see [3].

17.5.1.4 Readout

There are many ways to measure the states of Josephson-junction qubits (for a more
detailed overview, see [2, 68]). For measurements on the three basic Josephson-
junction-qubit designs in Sect. 17.3, there are observables in the circuits that can be
accessed directly. In charge qubits, one can measure the charge on the supercon-
ducting island, e.g., using a single-electron transistor [27]. Since the charge qubit
states are in the charge eigenbasis, such a measurement directly gives information
about the qubit state. In flux qubits, a nearby SQUID can be used to detect the direc-
tion of circulation for the persistent current in the flux qubit loop, which determines
the qubit state [32]. For the phase qubit, the bias current is tuned such that, in the
tilted-washboard potential, the probability for tunneling out of the potential well is
much greater if the qubit is in state |1〉. Tunneling switches the voltage state of the
Josephson junction, which is easy to detect [35].

However, the measurements above are not quantum nondemolition (QND), i.e.,
they do not preserve the state that the measurement projects the qubit into. In modern
setups, Josephson-junction qubits are usually read out in a QNDway by having them
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coupled to a resonator with frequency ωr. When the qubit transition frequency ω01

is far detuned from ωr , i.e., when

|ωr − ω01| � g, (17.30)

where g is the strength of the coupling between the qubit and the resonator, the system
is said to be in the dispersive regime. In this regime, no excitations are exchanged
between the qubit and the resonator due to the mismatch in frequencies. However,
the coupling gives rise to a shift of ωr that depends on the qubit state [69]. Thus, by
probing the cavity, the qubit state can be inferred indirectly.

Note that a measurement like the dispersive one does not need to be projective.
If only a weak signal is used to probe the cavity, information about the qubit state
is acquired gradually, not all at once. Such a weak measurement (not to be confused
with weak-valuemeasurements) can sometimes even be reversed [70]. To distinguish
the weak signal, amplifiers are needed. Since amplifiers like high-electron mobility
transistors (HEMTs) add too much noise at the low temperatures where supercon-
ducting circuits operate, much effort has been devoted to develop on-chip cryogenic
amplifiers based on Josephson junctions [71–73]. If the noise is too large, it is nec-
essary to average over many experimental runs to infer the qubit state, but with the
aid of Josephson-junction-based amplifiers, Josephson-junction qubits can be read
out in a single experimental run (“single-shot measurement”) [74].

17.5.1.5 Coherence

When discussing coherence times, note that there are three different times that are
all often quoted. There is T1, the timescale for energy relaxation, i.e., the time after
which decay to |0〉, induced by the qubit environment, has changed the probability
to find a qubit initialized in state |1〉 from 1 to 1/e. There is also T2, the timescale
on which the phase coherence between the qubit states is preserved. If the only
decoherence process is energy relaxation, T2 = 2T1. If there is some other process
that causes pure dephasing, characterized by a timescale Tϕ , the decoherence times
are related via

1

T2
= 1

2T1
+ 1

Tϕ

. (17.31)

We already showed in Sect. 17.4.2 how refinements of the design for Josephson-
junction qubits have increased coherence times dramatically, froma fewnanoseconds
to hundreds of microseconds or even a millisecond. For a more detailed overview
of this development, see [2, 75]. Since gate operations typically take on the order
of 10–100 ns, it is now feasible to talk about performing many gates, as well as
initialization and readout, while quantum coherence is preserved.
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17.5.1.6 Tunable Coupling

Although not explicitly part of the DiVincenzo criteria, the ability to control, in situ,
the coupling between Josephson-junction qubits (and possibly to other circuits ele-
ment) is highly desirable for scaling up to realize a quantum computer. In particular,
this ability is important for implementing many types of gates (see Sect. 17.5.1.3).

Josephson-junction qubits can be connected either directly, capacitively or induc-
tively, or via some intermediate coupling element connected to both qubits, e.g., an
LC resonator or another Josephson-junction qubit. To turn qubit-qubit couplings on
and off, one method is to tune (e.g., by adjusting the flux through SQUID loops in
the qubits; see Sect. 17.4.2), the transition frequencies of the two qubits far from
resonance with each other [76–80]. This method has been used in some recent two-
qubit-gate implementations [81, 82].However, thismethodhas somedrawbacks.One
drawback is that in larger circuits, where more qubits are coupled, it may be hard to
find frequency values such that all neighboring qubits are detuned from each other.
Furthermore, the frequency tuning should be adiabatic to preserve the qubit states.
Finally, frequency-tunable qubits are generally less coherent than fixed-frequency
ones: partly because tuning the frequency can take a qubit away from its optimal
working point, partly because the tunability mechanism can be affected by noise that
results in dephasing.

The main alternative to tuning the qubits themselves is to instead tune the element
connecting them [83–88]. Such schemes have also seen widespread experimental
implementation [54, 89–92]. However, also this method has drawbacks. The tunable
coupling elements take up space on the chip and provide new channels throughwhich
noise can affect the qubits. Thus, the search continues for new methods for tunable
coupling [93].

17.5.1.7 Summary

In summary, all five DiVincenzo criteria have been fulfilled, at least to a reasonable
degree, in experiments with Josephson-junction qubits. This is very promising for
superconducting quantum computation, but several issues, both fundamental and en-
gineering ones, remain to be solved before a large-scale universal quantum computer
based on Josephson junctions becomes reality.

17.5.2 Adiabatic Quantum Computing and Quantum
Annealing

The approach of the previous section, universal gate-based quantum computation, is
not the only way to perform calculations with Josephson-junction (or other) qubits.
One alternative is adiabatic quantum computing [94] (AQC; for a recent review, see
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[95]). The strategy employed in AQC is to set up a system of qubits governed by a
simple Hamiltonian, prepare this system in its ground state, and then adiabatically
change the Hamiltonian to a more complex one, whose ground state contains the
solution of the problem the computation is meant to solve. Here, “adiabatically”
means that the parameters of the system are changed slowly enough that the system
remains in its ground state throughout the evolution.

The idea of AQC is appealing; AQC is theoretically equivalent [96] to universal
quantum computing, but it can be more robust against noise than the gate-based
version. However, the computational speed that has to be sacrificed in order to ensure
adiabatic time evolution means that it is not clear whether AQC actually can provide
any speed-up compared to classical computation. For this reason, there have not
been many implementations of AQC with Josephson-junction qubits. At the time of
writing, the most advanced example is an experiment [82] where nine gmon qubits
used a combination of gate-based and adiabatic quantum computing to solve the 1D
Ising model and some other Hamiltonians.

Another computational method is quantum annealing (QA) [97], which builds
on the classical computation method known as simulated annealing. In simulated
annealing, artificial thermal fluctuations aid the search for the solution of an opti-
mization problem by helping the search overcome energy barriers of local minima.
In QA, a system is initialized in some state (not necessarily the ground state) at
non-zero temperature and then evolves into the ground state of a Hamiltonian which
encodes the problem to be solved. For certain potential-energy landscapes with tall
and high barriers, the effect of quantum tunneling can provide a boost to the search
that is absent in simulated annealing.

Quantum annealing has seen more experimental investigations with Josephson-
junction qubits thanAQC. These experiments are the superconducting quantum com-
putations that use the most qubits to date; there are several examples with hundreds
of qubits, e.g., [98, 99]. There are even larger circuits, with up to 2048 qubits, manu-
factured by the company D-Wave. However, it is still unclear whether these systems,
which suffer from issues with decoherence and connectivity, can actually provide a
significant speed-up compared to classical computational methods [100–103].

17.5.3 Quantum Simulation

As noted in Sect. 17.1.1, the originalmotivation [13] for trying tomake qubits was not
gate-based quantum computation, but the frustrating difficulty of using classical bits
to simulate the behavior of quantum systems. Such quantum simulation, reviewed in
more detail in [104, 105], is a more easily achievable and nearer-term goal than full-
fledged universal quantum computation. Superconducting circuits with Josephson-
junction qubits are well suited to quantum-simulation applications, since they can
be arranged in many setups and can have parameters, like transition frequencies and
coupling strengths, tuned during an experiment. Note that there are two approaches
to quantum simulation:
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(i) Analog quantum simulation, where the qubits are arranged to directly emulate
the system of interest.

(ii) Digital quantum simulation, where algorithms are implemented on a gate-based
quantum computer to simulate the system.

Already a single Josephson-junction qubit turns out to be quite powerful for
quantum simulation. Since Josephson-junction qubits also have higher excited states,
they can be used to emulate the behavior of large spins. When using d > 2 levels
in the circuit, one can speak of Josephson-junction qudits instead. For example, a
Josephson-junction quintit (d = 5) has been used to simulate the dynamics of spins
with sizes up to S = 3/2 [106, 107]. We note that single Josephson-junction qubits
also have been used for quantum simulation of topological quantum phenomena
[108, 109].

Scaling up to more than one Josephson-junction qubit, a triangular loop of
three coupled such qubits has been used to simulate various properties of interact-
ing photons, including synthetic magnetic fields and strong photon-photon interac-
tions [110]. The fractional statistics of anyons has been simulated in a superconduct-
ing circuit with four qubits and one resonator [111, 112]. Another phenomenon from
condensed-matter physics that has been demonstrated is weak localization [113].

We also note that there is great interest in quantum simulation based on large
lattices of superconducting resonators coupled to Josephson-junction qubits [114,
115]. Recent experimental examples include a 49-site Kagome lattice [116] and a
72-site 1D lattice that was used to demonstrate a dissipative phase transition [117].

More interesting for practical applications are perhaps simulations of molecules
that allow for calculation of energies in such systems. Recently, a few Josephson-
junction qubits have been used to calculate ground-state energies for hydrogen [118]
and BeH2 [119] molecules, but it is unclear if the approach in these experiments
scales well when moving to larger systems. An example of such a large system,
which constitutes an enticing goal of quantum chemistry, is the enzyme nitrogenase.
Today, nitrogen for fertilizer is extracted through the so-called Haber-Bosch process,
which is energy-demanding; more than 1% of the world’s total energy consumption
is estimated to power this process. Nitrogenase, which is produced by certain bac-
teria, can perform the process much more efficiently, at room temperature. Despite
many efforts, the mechanism used by this enzyme is not yet known, but it is esti-
mated that a future quantum computer or simulator could help provide the missing
information [120]. However, this calculation still seems to require on the order of a
million qubits, with improved gates and coherence times, which is a daunting task.

17.5.4 Quantum Error Correction

Although single- and two-qubit gates can be performed with high precision (see
Sect. 17.5.1.3) and Josephson-junction qubits have long coherence times (see
Sect. 17.4.2), the error rate in qubits is still much higher than for modern
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classical bits. For truly fault-tolerant quantum computation, some form of quantum
error correction (QEC) [18, 121, 122] is necessary.

For classical bits, it is easy to design an error-correction scheme: simply make
two copies of the bit that carries the information you wish to protect. When it is time
to read out the information in the bit, measure all three bits and let a majority vote
among them decide the result. If the error probability for a single bit is p � 1, then
the probability that the majority vote gives the wrong result is proportional to p2,
which is a great improvement. However, this scheme cannot be directly applied to
qubits, for several reasons:

• It is impossible to clone arbitrary quantum states [123, 124].
• Measuring a qubit will project it into one of its eigenstates, destroying any super-
position state.

• The only error a classical bit can suffer is a bit flip, but an error on a quantum bit
can be any rotation on the Bloch sphere.

Fortunately, it wasworked out in the 1990s how to overcome these obstacles [125–
127]. As an example, here we explain the three-qubit code for correcting bit-flip
errors. The scheme is shown in Fig. 17.7. We have a qubit in the general state |ψ〉 =
α |0〉 + β |1〉 that we wish to protect from bit flips. By performing CNOT gates
(17.27) with this qubit as the control and two qubits in states |0〉 as targets, the
three-qubit state becomes

|ψ3〉 = α |000〉 + β |111〉 . (17.32)

Note that this entangled state is different from the separable state

∣∣ψ3,sep
〉 = (α |0〉 + β |1〉) (α |0〉 + β |1〉) (α |0〉 + β |1〉) (17.33)

that could be created if quantum cloning was possible.
We now assume that the third qubit suffers a bit-flip error. The resulting system

state is then

Fig. 17.7 The 3-qubit QEC for bit-flip errors. The state |ψ〉 is entangled with two other qubits
through CNOT gates. Parity measurements on pairs of qubits are used to detect bit-flip errors.
Depending on the results of these measurements, qubits are flipped to reset the system state to what
it was before the error occurred
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∣∣ψ3,err
〉 = α |001〉 + β |110〉 . (17.34)

To detect this error without destroying the superposition, we use parity measure-
ments, i.e., multi-qubit measurements which only reveal whether an odd or even
number of the qubits are in the same state, nothing more. Performing a parity mea-
surement on qubits 1 and 2, we see that they are in the same state: |00〉, |11〉, or
some superposition of the two. Measuring the parity of qubits 2 and 3, we see that
one of them has been flipped. Assuming that the probability for more than one bit
flip having occurred is negligible, we can thus conclude that qubit 3 was flipped and
apply a rotation to this qubit to reset the system to |ψ3〉.

This example demonstrates how to overcome the first two hurdles of QEC listed
above. For the third, the fact that qubit errors can be arbitrary rotations on the Bloch
sphere, it turns out that it is enough to combine schemes detecting flips along various
axes to also correct for small rotation errors.

The three-qubit bit-flip correction code has been demonstrated with Josephson-
junction qubits [67]. A later experiment extended this principle of using parity mea-
surements on pairs of qubits to detect errors to a 1D array of nine Josephson-junction
qubits [128]. However, a more promising architecture for truly large-scale error cor-
rection in superconducting circuits is 2D surface codes [129, 130]. In these codes,
qubits are positioned with nearest-neighbor couplings on a square lattice. Half of the
qubits are used for computation; the other half are used tomeasure the four-qubit par-
ities of their four neighbors through consecutive CNOT gates. Such four-qubit parity
measurements have been demonstrated in an experiment using transmonqubits [131].
Provided that gates reach high enough fidelity (Josephson-junction qubits are at this
threshold [63]), scaling up the size of the 2D lattice will make it possible to preserve
one qubit of information, often referred to as a logical qubit, for a very long time.

We note that Josephson-junction qubits often are connected to resonators whose
coherence times can exceed those of the qubits. For this reason, another approach to
QEC in superconducting circuits is to encode the quantum information in the pho-
tonic states of these resonators. These error-correction codes are known as bosonic
codes [132]. Recently, an experimental implementation [133] of such a code in su-
perconducting circuits reached “break-even” for QEC, i.e., the coherence time of the
logical qubit exceeded the coherence times of all parts making up the system.

17.6 Quantum Optics and Atomic Physics
with Josephson-Junction Qubits

Josephson-junction qubits are not only a promising platform for quantum computa-
tion; they are also an excellent tool for exploring fundamental questions in quantum
optics and atomic physics. The advantages of Josephson-junction qubits for QIP,
listed at the beginning of Sect. 17.1.2, also facilitate exploration of light-matter in-
teraction at the quantum level with these systems instead of natural atoms and op-
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tical photons. Furthermore, Josephson-junction qubits have opened the door to new
regimes of quantum optics. In the following, we illustrate these exciting develop-
ments with a few examples. For a more detailed overview of quantum optics and
atomic physics in superconducting circuits, see [2, 8].

17.6.1 New Prospects for Textbook Quantum Optics

The typical setup for studying interaction between light andmatter in quantum optics
is to have one or more natural atoms confined in a small cavity. The atoms interact
with the photons in the quantized electromagnetic modes of the cavity. This is known
as cavity quantum electrodynamics (QED) [134].

A similar setup can be realized with Josephson-junction qubits [69, 135]. In this
case, the optical cavity is replaced by an LC or transmission-line resonator (or a
microwave cavity). This is known as circuit QED. A typical such circuit, featuring
a capacitive coupling between a transmon qubit and an LC resonator, is shown in
Fig. 17.8.

In both cavity and circuit QED, the system can usually be described by the Jaynes–
Cummings Hamiltonian [25, 136]

HJC = �ωra
†a + �ω01σz + �g

(
a†σ− + aσ+

)
. (17.35)

Here, ωr is the resonance frequency of the photonic mode, a† (a) is the creation
(annihilation) operator for photons, ω01 is the transition frequency of the qubit, σ+
(σ−) is the raising (lowering) operator for the qubit, and g is the light-matter coupling
strength. Note that the coupling term either converts a photon into a qubit excitation
or vice versa.

The field of circuit QED took off in 2004 when an experiment [137] demonstrated
strong coupling between a charge qubit and a transmission-line resonator. Strong
coupling is defined as g exceeding the decoherence rates of both the qubits and the
resonator. Reaching strong coupling is important because it means excitations can
be exchanged between the qubit and the resonator before the quantum coherence of
the system is lost. In recent circuit-QED experiments, g is often several orders of

Fig. 17.8 A circuit-QED
setup. The transmon qubit
(right; see Sect. 17.4.1) is
connected via a coupling
capacitance Cc to the
resonator formed by L r
and Cr
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magnitude larger than the decoherence rates. This is very hard to achieve with natural
atoms.

A striking example of the power of circuit QED in the strong-coupling regime
is the engineering of photonic states in the resonator demonstrated in 2009 [138].
In this experiment, a phase qubit (see Sect. 17.3.3) was coupled to a transmission-
line resonator. Through external control lines, it was possible to both tune the qubit
frequency and to rotate the qubit state on the Bloch sphere. Starting with no photons
in the resonator and ω01 detuned from ωr, some qubit superposition state is prepared
by a rotation. The qubit is then tuned into resonance with the resonator for a certain
time, realizing a SWAP operation between the two systems. The qubit is then detuned
again, prepared in another state through a rotation, tuned into resonance again to
transfer part of its new state, and so on. Repeating this procedure, any photonic
superposition state can be created in the resonator [139, 140]. The scheme relies on
two particular strengths of circuit QED: tunable qubit frequency and strong coupling
(to have enough time to perform all operations before coherence and/or energy is
lost).

Other examples of circuit-QED experiments are too numerous to list here. Instead,
we note that Josephson-junction qubits can be coupled not only to resonators with
singlemodes, but also to open transmission-linewaveguides that support a continuum
of modes. Experiments with such 1D waveguide-QED systems have yielded clear
demonstrations of classical quantum-optics effects like the Mollow triplet [141]
(the fluorescence from a driven qubit has peaks at three frequencies [142]), perfect
reflection of a single photon by a single qubit [141, 143], and large cross-Kerr
interaction between single photons (mediated by the two lowest transitions in a
transmon qubit) [144].

17.6.2 New Coupling Strengths

In cavity QED, the normalized coupling strength η = g/ωr usually does not become
much larger than 10−6. The fundamental reason for this is that the fine structure
constant α ≈ 1/137 is so small; a calculation shows that g ∝ α3/2 in cavity-QED
setups.However, surprisingly, g scales differentlywithα in circuitQED[145]. For the
capacitive coupling between a transmon and an LC resonator shown in Fig. 17.8, g ∝
α1/2, and for a Josephson-junction qubit interrupting a transmission-line resonator,
the scaling is g ∝ α−1/2. Taking advantage of these favorable conditions for large
coupling strengths, flux qubits have demonstrated first ultrastrong coupling (USC;
η > 0.1) [146] and recently even deep strong coupling (η > 1) [147].

When the light-matter coupling becomes ultrastrong, the Jaynes–Cummings
Hamiltonian in (17.35) is no longer sufficient to describe the system. Instead, it
is necessary to use the full quantum Rabi Hamiltonian

HRabi = �ωra
†a + �ω01σz + �g

(
a† + a

)
(σ+ + σ−) . (17.36)
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The terms a†σ+ and aσ− can, for small g, be dropped using the so-called rotating-
wave approximation, since they rotate rapidly (in the interaction picture) and average
out on relevant timescales (set by g). For this reason, a†σ+ and aσ− are sometimes
referred to as counter-rotating terms.

The inclusion of the counter-rotating terms breaks conservation of the number of
excitations N = a†a + σ+σ− in the system, since [N , HJC] = 0 but [N , HRabi] �= 0.
This makes it considerably more difficult to solve the quantum Rabi Hamiltonian
analytically [148]. However, it also makes for more interesting physics in the system.
One example is that the ground state of the Jaynes–Cummings Hamiltonian is the
separable state with the qubit in |0〉 and no photons in the resonator, but the ground
state of the quantum Rabi Hamiltonian contains excitations in both the qubit and the
resonator. These ground-state excitations are virtual; they are bound to the system
and cannot escape, since a system in its ground state cannot lose energy.

Another interesting effect of the counter-rotating terms is that they allow higher-
order processes that do not conserve N . For example, if the qubit energy equals that
of three photons in the resonator, a third-order process connects the system state with
zero photons and the qubit in |1〉 with the system state that has three photons and
the qubit in |0〉. On resonance, this third-order process creates a coherent coupling
between these two states such that the system can oscillate directly between the
two [149].Manymore of these higher-order processes can be found, and the effective
coupling strength geff for them can, although it is much smaller than g, be strong in
a circuit-QED system. This means that various analogues of nonlinear optics can be
realized [150, 151].

This is but a small sample of the fascinating physics that takes place with ultra-
strong light-matter coupling. For a more detailed review of USC in circuit QED, see
[2]. For a recent general review of USC between light and matter, see [152].

17.6.3 New Selection Rules

When Josephson-junction qubits interact with electromagnetic fields, the interaction
can cause transitions between different qubit states. In similar situations with natural
atoms, the atomic eigenstates and the dipolemoment (which gives the interactionwith
electromagnetic field) have well-defined parities, which gives rise to selection rules
for atomic transitions. The dipole moment has odd parity and can thus only cause
transitions between atomic states of different parities, since symmetry considerations
show that the matrix elements for transitions between states of the same parity would
be zero [153].

Aswe saw in Sect. 17.3, all three basic Josephson-junction qubits have eigenstates
that lackwell-defined parities. The only exceptions to this state of affairs are the sweet
spots for charge and flux qubits, i.e., the points with half-integer background charge
ng for charge qubits and with half-integer normalized external magnetic flux f for
flux qubits. It is thus possible to control the selection rules for interaction between
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(a) (b) (c) (d)

Fig. 17.9 Qutrits categorized by the allowed transitions between the system eigenstates. a Ξ -type
qutrit. b V -type qutrit. c Λ-type qutrit. d �-type qutrit. This last configuration is not possible for
natural atoms

Josephson-junction qubits and electromagnetic fields by simply varying an external
control parameter.

The lack of selection rules for some Josephson-junction qubits becomes partic-
ularly interesting when we consider transitions also to the second excited state of
the qubit, i.e., when we have a qutrit. For natural three-level atoms, selection rules
limit the possible level configurations and transitions to those shown in Fig. 17.9a–c.
However, a Josephson-junction qutrit, tuned such that it lacks selection rules, can
also have transitions in the “�-type” configuration shown in Fig. 17.9d [154]. The
coexistence of all the three transitions shown has been confirmed in a flux-qubit
experiment [155].

The existence of �-type Josephson-junction qutrit enables several interesting
applications. By driving the |0〉 ↔ |2〉 transition in a system where the energy-
relaxation rate for the |1〉 ↔ |2〉 transition is fast, population inversion between |0〉
and |1〉 can be achieved. In this way, a weak probe at frequency ω01 can be ampli-
fied, which has been demonstrated in an experiment with a single flux-qubit in a
waveguide [156]. Similarly, the �-type configuration makes frequency conversion
possible [157, 158]. Frequency up-conversion occurs when photons are absorbed at
ω01 and ω12, and a photon is emitted at ω02. Conversely, frequency down-conversion
occurs when a photon is absorbed at ω02 and photons are emitted at ω01 and ω12. For
more applications, see [2].

17.6.4 New Atom Sizes

A standard assumption in quantum optics is that the atoms are small compared to
the wavelength of the light they interact with. This is certainly true for natural atoms
(radius r ≈ 10−10 m) coupled to optical light (wavelength λ ≈ 10−6 − 10−7 m).
Josephson-junction qubits aremuch larger: their size can reach 10−4 − 10−3 m.How-
ever, this is still small compared to the wavelength of the microwaves that couple
to the qubits: λ ≈ 10−2 − 10−1 m. Until recently, natural and artificial atoms alike
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were therefore routinely approximated as point-like when calculating light-matter
interaction; this is sometimes called the dipole approximation.

In 2014, an experiment [159] was performed that demonstrated coupling between
a transmon qubit and propagating surface acoustic waves (SAWs), i.e., vibrations
(phonons) confined to the surface of a substrate [160]. Since the SAWs propagated
on a piezoelectric substrate (GaAs), the vibrations had an electromagnetic component
that induced charge on the fingers of the large interdigitated capacitance shunting the
SQUID in the transmon. The crucial point here is that the SAW phonons propagate
at roughly the speed of sound, while microwave photons in circuit QED propagate at
almost the speed of light. Since the SAWs are at microwave frequencies, this means
that their wavelength is in the range λ ≈ 10−7 − 10−6 m, which is clearly smaller
than the size of the transmon qubit. Indeed, the distance between each finger in the
interdigitated transmon capacitance was λ/4 in the experiment.

In setups with SAWs coupled to Josephson-junction qubits, it is thus justified
to speak of “giant atoms”, atoms that couple to a bosonic field at multiple points,
separated by wavelength distances, as sketched in Fig. 17.10. This introduces two
main complications compared to the “small-atom” situation in standard quantum
optics:

• The emission and absorption of excitations at the multiple connection points gives
rise to new interference effects [161]. For example, a giant atom with two connec-
tion points spaced λ/2 apart is protected from decaying into the waveguide, since
the emission from the two points will interfere destructively. Since λ is set by the
transition frequency of the atom, the energy-relaxation rate of the atom acquires
a frequency dependence, which is particularly interesting for Josephson-junction
qubits that have tunable transition frequencies. This phenomenon can be used
to protect quantum information from decoherence or to design situations where
different transitions in a multi-level atom couple to the waveguide with different
strengths.

• The time it takes for excitations to travel from one connection point to the next
can be non-negligible compared to the timescales of the atom dynamics [162].

The field of circuit QAD (quantum acoustodynamics; the interaction between
qubits and phonons) [163, 164] is now attracting much interest, but we note that

Fig. 17.10 Sketch of a giant atom coupled to an open waveguide (grey) at four points (red dots)
where the distances between connection point coordinates x j is on the order of, or larger than, the
wavelength of the waves propagating in the waveguide (Color figure online)
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giant atoms can be realized in a more conventional circuit-QED setup. One simply
couples a Josephson-junction qubit to a transmission line, meander the line away on
the chip until a wavelength distance has been reached, and then bring the waveguide
back to couple to the qubit once more [161]. In such a setup, interference effects for
one and multiple [165] giant atoms can be designed with greater precision than if
SAWs are used.
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