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Feedback-controlled adiabatic quantum computation
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We propose a simple feedback-control scheme for adiabatic quantum computation with superconducting flux
qubits. The proposed method makes use of existing on-chip hardware to monitor the ground-state curvature,
which is then used to control the computation speed to maximize the success probability. We show that this
scheme can provide a polynomial speed-up in performance and that it is possible to choose a suitable set of
feedback-control parameters for an arbitrary problem Hamiltonian.
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I. INTRODUCTION

Adiabatic quantum computing (AQC) is a promising
paradigm of quantum computation. It was first proposed as
a possible method of solving NP -complete problems in a
more efficient manner than is possible classically [1]. It has
since been shown to be equivalent to other universal models
of quantum computation [2,3]. There have also been some
significant advances in the experimental implementation of
AQC [4–6] using superconducting flux qubits [7,8].

In AQC, the ground state of a Hamiltonian encoding the
problem is reached by adiabatic evolution from a configuration
with an easily reachable ground state. The final ground state
will encode the solution to the problem. This process can be
described by a Hamiltonian of the form

H[λ(t)] = Hp + λ(t)Hb, (1)

where Hp describes the problem, Hb describes a strong applied
bias (such that Hb � Hp and [Hb,Hp] �= 0), and the bias
strength λ(t) is slowly varied from 1 to 0. The instantaneous
energy eigenvalues E� (λ) and eigenstates |� (λ)〉 of (1) for an
n-qubit system will be given by

H(λ) |� (λ)〉 = E� (λ) |� (λ)〉 , (2)

where 0 � � � 2n − 1 and E0 < E1 < . . . < E2n−1. In most
AQC schemes, it is usually assumed that the interpolating
parameter λ(t) varies linearly with time and therefore the rate
dλ/dt = constant.

The critical point in the evolution of an adiabatic quantum
computation is the minimum gap between the ground and
first excited states �min = min0�λ(t)�1 [E1(λ) − E0(λ)]. For
an AQC process described by a total Hamiltonian of the form
(1), �min will occur towards the end of the computation, when
the levels become more densely packed as the relative strength
of the perturbing Hb is much less than Hp, as seen in [9,10]. In
the vicinity of this avoided crossing, the chance of excitation
through Landau-Zener-Stueckelberg (LZS) [11] tunneling is at
its maximum. The chance of excitation via the LZS mechanism
increases monotonically with dλ/dt as well as �min. As �min
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is fixed by the choice of problem and bias Hamiltonians, the
rate dλ/dt must be chosen to be relatively slow to minimize the
excitation probability. The optimum speed to cross the critical
minimum gap in the presence of decoherence was derived by
the authors of [12]. This is the optimal speed for the entire
computation, if it is performed at a constant rate. However,
far away from the minimum gap, where the ground and first
excited states are well separated, the computation could be
run much faster than this optimal speed without significantly
increasing the chance of excitation. This leads to the idea
of designing time-optimal nonlinear interpolation paths λ(t)
for AQC that take into consideration the critical points in the
evolution. A number of approaches to realize this have been
explored; the authors of [13,14] proposed a variational ansatz
that allows an optimal path to be determined and the authors
of [15] suggested that dephasing may pick out the optimal path
under certain conditions.

In this paper we propose a feedback-control scheme for
the interpolation rate based on the result of weak continuous
measurements of the ground-state curvature of a flux qubit
AQC system. The aim is to allow the computation process to
move quickly when the ground state is well separated from the
excited states, but then gradually slows down as it approaches
and traverses the critical minimum gap. After it has moved
through the minimum gap, the rate of the computation can
then be safely increased again. We show that this type of
control scheme can provide a significant improvement in the
performance of the existing solid-state implementations of
AQC without the need for additional on-chip hardware.

II. SPECIFICATIONS FOR FEEDBACK CONTROL OF AQC

Feedback-control [16] is a very common control scheme
that has been applied to a wide range of applications. Essen-
tially, this approach makes use of the results of the continuous
measurement of a dynamical system to continuously adjust its
control parameters to regulate its output.

In terms of AQC, the main process variable that we would
like to control is the probability of successfully finding the
system in the ground state of the problem Hamiltonian at
the end of the evolution, when H(λ = 0) = Hp. This success
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probability is given by

P = |〈ψ(λ = 0)|0(λ = 0)〉|2 . (3)

The aim of a feedback-control scheme for AQC would be
to increase P without the need to also increase the total
computation time T . The most easily controlled parameter in
(1) is the interpolation function λ(t) and its corresponding rate
of change dλ/dt . With the relatively precise control of dλ/dt

throughout the evolution, it would be possible to move slowly
through the critical minimum gap and then evolve quickly
when the ground state is well separated from the rest of the
spectrum. This type of scheme should, in theory, allow a given
probability to be achieved with a shorter T when compared
to the linear interpolation of λ(t), and therefore produce an
improvement in the scaling of P with T .

The key requirement needed to realize this scheme is a
means of detecting when the system is moving through the
critical minimum gap. Crucially, the measurement must have
minimal back-action on the evolution of the system. It also
needs to be continuous and allow readout on a time scale
that is much shorter than the total computation of the AQC
operation.

A method of weak continuous measurement, which has
been successfully applied to systems of superconducting
flux qubits, is the impedance measurement technique (IMT)
(see [8] for a detailed review of IMT or, e.g., [4,17,18] for
applications of it). In the IMT, a driven high-quality LC

tank circuit is inductively coupled to the flux qubit system.
The coupling to the qubits will induce a frequency shift in
the resonator which is proportional to the curvature of the
qubit system’s state. This frequency shift can be monitored
by measuring the impedance of the tank through the phase
angle between the driving current and the tank voltage. In
AQC, the system should remain in the instantaneous ground
state throughout the evolution and therefore the results of
the IMT will be proportional to the ground-state curvature
d2E0(λ)/dλ2. The ground-state curvature is a particularly
appropriate property of the system to monitor in a feedback-
control loop, as we know that it will increase to its global
maximum at the critical point �min, as shown in the example
of Fig. 1.
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FIG. 1. (Color online) Plot of the lowest two energy eigenvalues
E0(λ) and E1(λ) (black solid lines) and the curvature of the ground
state d2E0(λ)/dλ2 (red dashed line) for a typical example of a two-
qubit adiabatic quantum computation.

The back-action of the IMT measurement on the qubit
system was studied in detail by Smirnov in [19]. The conditions
required to consider IMT as a weak continuous measurement
of Rabi oscillations in a flux qubit were determined and it was
found that the contribution to the decay rate of the qubit due to
the back-action of the tank circuit is peaked when �R = ωLC ,
where �R is the qubit Rabi frequency and ωLC is the resonant
frequency of the tank circuit. In this case the relevant frequency
scale of the qubit system is �min/h̄ and we therefore require

�min

h̄
> ωLC + γLC or

�min

h̄
< ωLC − γLC, (4)

where γLC is the tank linewidth, to minimize the decoherence
caused by the IMT measurement and allow it to be classified as
a weak continuous measurement. Requiring the two frequency
scales to be out of resonance is a relatively easy requirement
to meet practically in comparison to requiring them to be
in resonance. This is because it still does not require exact
knowledge of �min, only an order of magnitude estimate.

Therefore, IMT is a promising potential candidate for the
type of weak continuous measurement required to practically
implement a feedback-control scheme for AQC, where we take

dλ

dt
= f

(
d2E0(λ)

dλ2

)
. (5)

The IMT also has the advantage that the same LC tank circuit
can also be used for the dispersive readout of the solution state,
as in [4], which means that the proposed feedback-control
scheme does not require any additional on-chip hardware.

We envision two possible modes of operation for this
scheme in experimental implementations. (i) Offline control,
where one initial evolution of the system is performed with the
weak continuous measurement to precompute d2E0(λ)/dλ2.
Then the actual AQC evolution is carried out using the resulting
interpolation function as many times as necessary to collect the
required statistics for the measurement of the solution state. (ii)
Online control: In this case the weak continuous measurement
is performed throughout all of the AQC evolutions and the rate
is adjusted actively through the feedback-control loop. In this
case, the effects of the back-action of the measurement on the
system will be a more important consideration.

III. THEORETICAL MODEL FOR
FEEDBACK-CONTROLLED AQC

We assume that the inequality (4) holds true and analyze
the ideal case of a negligibly small back-action from the
continuous IMT measurement on the qubit system. To simulate
this system, we first need to accurately compute the ground-
state curvature as a function of λ(t). The Pechukas-Yukawa
equations of motion [9,10,20,21] can be used to describe the
dynamics of the energy eigenvalues of a quantum system with
a Hamiltonian of the form (1)

∂E�

∂λ
= v�,

∂v�

∂λ
=

∑
k �=�

2 |l�k|2
(E� − Ek)3

,

∂l�j

∂λ
=

∑
k �=�,j

l�klkj

(
1

(E� − Ek)2
− 1

(Ej − Ek)2

)
, (6)
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where v� = 〈�| Hb |�〉 and l�j = (E� − Ej ) 〈�| Hb |j 〉. Then
from (6), the ground-state curvature will be given by

∂2E0

∂λ2
= −2 |l01|2

(E1 − E0)3 . (7)

The evolution of the state of the system |ψ (λ)〉 will be
described by the Schrödinger equation

∂

∂λ
|ψ (λ)〉 = −i

(
dλ

dt

)−1

H (λ) |ψ (λ)〉 . (8)

The (dλ/dt)−1 term in (8) describes the feedback controller
rule and will, in general, be of the form (5). The simplest
type of feedback controller is a constant proportional gain
controller and, as we wish the interpolation rate to decrease
as the curvature increases near the critical minimum gap, we
therefore take

dλ

dt
=

(
k
d2E0

dλ2

)−1

, (9)

where k is the gain constant. The total computation time T of
a feedback-controlled AQC evolution will be given by

T =
∫ 1

0

(
dλ

dt

)−1

dλ. (10)

IV. PROTOTYPICAL EXAMPLE OF
FEEDBACK-CONTROLLED AQC

We take the bias Hamiltonian Hb to be a strong transverse
field acting equally on all n qubits with an easily constructed
Hamiltonian of the form

Hb = −Z

n∑
i=1

σ (i)
x , (11)

where the constant Z � 1 and σa (with a = x,y,z) are the
usual Pauli matrices. The ground state |0b〉 of Hb is simply an
equal superposition of all 2n computational basis states

|0b〉 = 2−n/2
2n−1∑
j=0

|j 〉 . (12)

In the following calculations we take the Z = 10n/2.
As a prototypical example of an AQC problem Hamiltonian

we use an Hp with randomly weighted coupling in the z

direction between all possible combinations of the n qubits

Hp =
2n−1∑
j=1

εj

n⊗
i=1

(σz)
ji , (13)

where ji is the ith bit in the binary representation of j and
εj are the coupling strengths, which are selected from a
Gaussian distribution with mean μ = 0 and standard deviation
σ = n2. This form of randomly selected problem Hamiltonian
represents a reasonable approximation as it can be used to
encode any finite computational optimization problem with a
proper choice of εj .
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FIG. 2. (Color online) Comparison of the scaling of the success
probability P versus the total computation time T for linear and
feedback-controlled interpolation for a typical example of a two-qubit
adiabatic quantum computation. The dashed black line indicates the
adiabatic time Tad = 2.775 for the computation. The inset shows the
nonadiabatic oscillations that arise for the feedback-controlled case
around the adiabatic limit.

To investigate the efficacy of the proposed feedback-control
scheme for AQC we have solved equations (6) and (8)
numerically for a range of different gain constants k and system
sizes n for an ensemble of random Hp’s. We also solve (8) for
a range of linear interpolations, where dλ/dt = constant, so
that we have a benchmark for comparison to the results for
feedback-controlled AQC. In both cases the system is initially
prepared in the ground state of the total Hamiltonian (1),
|0 (λ = 1)〉.

A comparison of the scaling of the success probability P

with the total computation time T for a typical two-qubit
AQC operation with and without feedback control is shown
in Fig. 2. In this case, the feedback-controlled interpolation
causes P to approach unity more rapidly than the standard
linear interpolation scheme allows. This improvement can be
interpreted in one of two ways; as an increase in P at a given
T , or conversely as a decrease in the T required to achieve a
given P .

Figure 2 also shows that the success probability P for
the feedback-controlled interpolation oscillates slightly in the
vicinity of the adiabatic time [22]

Tad = max
1�j�2n−1

(
max

0�λ�1

∣∣〈j (λ)| dH
dλ

|0 (λ)〉∣∣
�2

min

)
. (14)

These nonadiabatic oscillations most likely arise from the
system’s nonlinear trajectory through phase space, and despite
them the feedback-control scheme still offers a significant
improvement over linear interpolation. In the adiabatic limit,
when T � Tad, feedback-controlled interpolation will still
offer some improvement, but as P will already be arbitrarily
close to 1 this improvement will be negligible. The regime
where the feedback-control method excels is the approxi-
mately adiabatic case, where T ∼ Tad, as can be seen in Fig. 2.
In practical AQC devices we would like to achieve a relatively
high success probability P in the shortest time T possible
and it is the approximately adiabatic regime that offers the
largest potential gains in this tradeoff. This is because a small
increase in T can significantly increase P and the proposed
feedback-control scheme improves this situation even further.
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FIG. 3. (Color online) Comparison of the average computation
time T required to achieve a success probability of P = 90% for
linear and feedback-controlled interpolation as a function of the
number n of qubits. The polynomial lines of best fit give T = O(n3.3)
for linear interpolation and T = O(n1.4) for the feedback-controlled
case; an approximately quadratic speed-up. The results are averaged
over 10 000 randomly selected problem Hamiltonians of the form (13)
and the error bars denote the standard deviation of the distributions
of T .

A key issue for our proposed feedback-control approach
is how well its performance scales with the system size.
The dependence of the average computation time on the
system size for linear and feedback-controlled interpolation
is shown in Fig. 3. For linear interpolation we have T =
O(n3.3), while for the feedback-controlled interpolation we
find that T = O(n1.4). Therefore, in this case the proposed
feedback-control method provides a polynomial speed-up of
approximately O(n2). This speed-up occurs because as n

increases the system’s spectra become more densely packed
and �min decreases (as shown in [23]). This means that the
speed at which �min is traversed becomes an even more
important factor in determining whether the system is excited
out of the ground state. Therefore, controlling the speed in
proportion to the gap becomes an even more effective strategy.
We note that it is impossible to infer exactly how the maximum
T will scale in the limit of large n from these results though.

Another consideration about the effectiveness of the pro-
posed feedback-control scheme is whether it is possible to
select an appropriate set of controller parameters k that will
provide an improvement in the performance for a given Hp

without any a priori knowledge of the evolution. We define
the increase in success probability δP as

δP = Pfb − Plin

Plin
, (15)

where Pfb is the success probability for a feedback-controlled
AQC operation with a given k and total computation time T

and Plin is the success probability for the same AQC operation
with linear interpolation over the same time T . Figure 4 shows
that the average increase in success probability due to the
feedback-control approach as a function of the controller gain
is unimodal and that there is a clear optimal value of k. These
results are averaged over an ensemble of random Hp’s which
could represent a wide range of computational problems.
Therefore, we can conclude that an appropriate value of k,
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FIG. 4. (Color online) The average percentage increase in the
success probability 〈δP 〉 for feedback-controlled interpolation com-
pared to linear interpolation as a function of the controller’s gain k.
These results are averaged over 10 000 different two-qubit problem
instances of the form (13).

which will usually provide an increase in P for an arbitrary
Hp, can be found.

V. CONCLUSION

We have proposed a simple feedback-control scheme for
solid-state implementations of AQC comprised of flux qubits.
The scheme makes use of existing on-chip hardware to
perform a weak, continuous measurement of the ground-state
curvature. The interpolation speed is dynamically controlled
as a function of the ground-state curvature to maximize the
success probability. The ground-state curvature increases to
a maximum at the minimum ground-state gap, where the
computation speed is reduced to avoid excitation. Then, as
the levels spread back apart and the curvature decreases, the
computation speed is increased with little risk of excitation.
This approach can be interpreted as attempting to optimize
the computation speed in a piecewise fashion throughout the
entire evolution, compared to calculating a single optimal
speed based on the limiting minimum gap as in [12].

As a theoretical proof of concept, we have shown that a
simple proportional gain controller will provide a significant
increase in performance when compared to the usual linear
interpolation scheme for a class of generic problem Hamilto-
nians. Crucially, it was shown that this scheme can provide
a polynomial speed-up, approximately O(n2), in the scaling
of the computation time with system size, although the exact
nature of this scaling in the limit of large system sizes remains
unclear. We have also shown that it should be possible to select
appropriate controller parameters that will usually provide
a significant increase in success probability for an arbitrary
problem. We expect that the improvement gained from this
scheme will be most noticeable in the approximately adiabatic
regime, which is also where we would like practical AQC
devices to operate, as it offers the best compromise between
computation time and success probability. By tailoring the
controller rule (e.g., using a more sophisticated nonlinear
controller rule) or by restricting ourselves to a more specific
class of problems, it may be possible to achieve even greater
improvements in performance using this feedback-control
scheme.
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