Asymmetric Long Josephson Junction Acting as a Ratchet for a Quantum Field
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We study the escape rate of flux quanta in a long Josephson junction having an asymmetric spatial inhomogeneous critical current density. Such a junction can behave as a ratchet when driven by an ac current in the presence of a magnetic field. This rectification gives rise to a dc voltage across the junction. The usual approach of particlelike tunneling cannot describe this rectification, and a quantum field theory description is required. We also show that, under specific conditions, the rectification direction, and consequently, can change its sign when varying the temperature between the quantum and classical regimes.

Introduction.—Solid state devices with asymmetric periodic potentials (acting as ratchets) are attracting considerable interest [1]. Ratchets can produce a direct current when driven by nonequilibrium noise. Moreover, for some special shapes of the ratchet potential, the current can change its sign for decreasing temperatures, when quantum tunneling becomes dominant over thermal-activated hopping [2]. There are many different realizations of ratchets, both in nature and in artificial nanodevices, such as cold atoms, colloidal magnetic particles, single-molecule optomechanical devices, fluxons in superconductors, and many other systems (for reviews, see, e.g., Ref. [1]). All these systems are effectively described by a quantum or classical particle moving in a periodic asymmetric potential.

Here we propose a completely new ratchet system, which is described by a quantum field. Namely, we consider a long Josephson junction (JJ) (the junction’s length L is comparable with the Josephson penetration depth ξJ) with a spatially modulated critical current density IC(x) driven by nonequilibrium fluctuations sustained by an ac current J = J0 cos ωct, where the amplitude J0 is right below the junction’s critical current Jc. The gauge-invariant phase difference φ(x) plays the role of the field variable. Although J never exceeds Jc, the flowing current can give rise to sudden changes in the phase difference, both due to quantum tunneling through, and thermal hopping over the potential barrier. The probability per unit time (= escape rate) Γ(J) of these events attains maxima Γ± at J = ±J0, and one can expect that Γ+ = Γ−. However, the application of an external dc magnetic field H to the junction having a current inhomogeneity asymmetric with respect to the x direction results in the asymmetry of both the tunneling probability, Γ±(I) ≠ Γ−(−I), and the critical currents, J± ≠ J−, for applied currents flowing in opposite directions. Namely, both Γ and Jc depend on the direction of the applied current. This leads to the appearance of a dc voltage across the junction, since Vdc = (h/2e)c (ωc/2π) × (Γ+ − Γ−). In the region where noise is classical, hωc ≪ T (here ωc is the plasma frequency), the escape rates Γ± are determined by thermal hopping, and only the height ΔU of the potential barrier is important. Since, in the classical regime, ΔU is proportional to the critical currents J±, one can easily predict the net voltage (rectification) sign if the values of J± are known. However, when quantum noise starts to play a crucial role, hωc ≳ T, escape rates Γ± are governed by both barrier height and its width. Thus, we could expect a counterintuitive current inversion, when Γ+ < Γ− even though J+ > J−. A main result of this work is the demonstration that this effect can be observed for asymmetric JJs. The particlelike approach used in most theoretical considerations of quantum tunneling in JJs is not appropriate here, and a field-theoretical description must be used.

The effect of quantum tunneling in JJs and stacks of intrinsic JJs in high-Tc superconductors has been studied intensively, experimentally [3], and theoretically [4], both due to its fundamental interest and the possibility to use these systems in future applications. A ratchet based on a SQUID consisting of two equal JJs in series, coupled in parallel to a third junction, was proposed in Ref. [5]. Also a remarkable Josephson vortex ratchet in a long JJ was studied in Ref. [6].

We stress that the system under consideration here does not correspond to a ratchet in the usual sense, because the junction’s potential is the periodic sine-Gordon potential, U(ϕ) ∝ − cos ϕ, which is symmetric in ϕ (another example of a ratchet with symmetric potential was proposed in Ref. [7]). The difference between Γ+ and Γ− (and, consequently, a voltage rectification) occurs here due to both: the “parametric” dependence of the potential U on x, and the spatial dependence of the field ϕ(x). Thus, the field character of the phase difference ϕ(x) is crucial for the...
rectification, even for relatively short junctions. We believe that the developed theory can be applied not only to JJs, but to other distributed systems, where a field description is required, e.g., nanobars, magnetic vortices, stacks of intrinsic high-$T_c$ JJs, etc. Here we exploit the approach developed in Ref. [8], which we generalize to finite temperatures. This now allows us to calculate, in the same manner, the escape rate $\Gamma = A \exp(-B)$ both in the quantum and classical regimes. If the junction length $D$ is large, then the exponent $B$ of the escape rate $\Gamma$ turns out also to be large. However it should be not too large, when $\Gamma$ becomes an experimentally nonobservable quantity. This last condition means that the current amplitude $J_0$ should be close to the critical current. We focus on the exponent $B$ because changes in $B$ (not in the prefactor $A$) describe the main change in $\Gamma$ when $B$ is large. In addition, here we do not consider dissipation in the system when calculating $B$. Dissipation does not qualitatively change our results.

**Escape rate.**—We consider a Josephson junction in the inline geometry shown in the inset of Fig. 1. Two superconducting bars overlap a length $D$ in the $x$ direction. The external magnetic field $H$ is applied in the $y$ direction. Let us first consider the junction biased by a dc current $J$. The generalization to the adiabatically varying ac current $J \cos \omega t$ is evident, and the conditions of adiabaticity will be given below. The spatial inhomogeneity of the critical current density $i_c(x)$ in the $x$ direction can be realized, e.g., by changing the shape of the junction [6]. We calculate the escape rate $\Gamma = A \exp(-B)$ using the well-known method of imaginary-time trajectories at finite temperatures [9], where the prefactor $A \sim \omega_p$, and $B = S_\beta/h$. Here, $S_\beta$ is the action of the system for a periodic imaginary-time trajectory, $\varphi(\tau + h \beta) = \varphi(\tau)$, with a period $\tau_0 = h \beta$, $\beta = 1/T$. The quasiclassical imaginary-time action is

$$S_\beta[\varphi] = \frac{E_j}{\omega_p} \int_0^{h \omega_p \beta} d\tau [L[\varphi] + L_\Sigma[\varphi]],$$

$$L[\varphi] = \int_{-\tau_0}^{\tau_0} dx \left[ \frac{1}{2} \left( \frac{\partial \varphi}{\partial \tau} \right)^2 + \frac{1}{2} \left( \frac{\partial \varphi}{\partial x} \right)^2 - g(x) \cos \varphi \right],$$

$$L_\Sigma[\varphi] = \varphi(\tau, -d)/2 \left[ h - \frac{J}{2} \right] - \varphi(\tau, d)/2 \left[ h + \frac{J}{2} \right].$$

(1)

In Eqs. (1), the $x$ coordinate is normalized by $\lambda_j$, $\tau$ by $1/\omega_p$, $d = D/\lambda_j$, $E_j = \hbar^2 \lambda_j L/2e$ is the Josephson energy ($L$ is the junction’s width in the $y$ direction), the bar above $i_c$ means spatial averaging, and $g(x) = i_c(x)/\lambda_j \equiv 1 + \gamma(x)$, $\gamma(x) = 0$. The phase $\varphi(x)$ satisfies the equation of motion

$$\frac{\partial^2 \varphi}{\partial \tau^2} + \frac{\partial^2 \varphi}{\partial x^2} - g(x) \sin \varphi = 0,$$

(2)

with the periodicity condition $\varphi(\tau + h \omega_p \beta, x) = \varphi(\tau, x)$. The boundary conditions for the phase difference $\varphi(\tau, x)$ are defined by the $L_\Sigma$ term in the action (1): $\partial \varphi/\partial x|_{-\tau_0/2} = \pm 1/2 + h$, where $I$ and $h$ are the dimensionless current and external magnetic field, respectively: $I = J/(\gamma \lambda_j L)$, and $h = cH/(4\pi \gamma \lambda_j)$.

In general, it is hard to find a periodic solution to the nonlinear Eq. (2), even numerically. However, as mentioned above, we only need to find a solution when the current $I = I_c$. In this case, we can use the approach developed in Ref. [8]. Namely, we seek a solution of the form $\varphi(\tau, x) = \varphi_0(x) + \psi(\tau, x)$, where $\varphi_0(x)$ is the steady-state solution of Eq. (2) corresponding to an energy minimum. Since $I$ is close to the critical current, the energy barrier between the neighboring energy minima, $\varphi_0(x)$ and $\varphi_0(x) \pm 2\pi$, is small, $|\psi(x, \tau)| \ll \varphi_0(x)$, and we can expand the action (1) in powers of $\psi$ up to $\psi^3$. Then, we represent $\psi(\tau, x)$ in the form of a series

$$\psi(\tau, x) = \frac{3 \mu_0}{U_{\psi mn}} \sum_{n=0}^\infty \alpha_n(\sqrt{\mu_0} \tau) \psi_n(x),$$

(3)

where $\mu_n$ and $\psi_n(x)$ are the eigenvalues and orthogonal eigenfunctions of the operator $\hat{D} = -\partial^2/\partial x^2 + g(x) \cos \varphi_0(x)$, $\hat{D}\psi_m = \mu_m \psi_m$, and $U_{\psi mn} = \int_{-\tau_0/2}^{\tau_0/2} dx g(x) \sin \varphi_0(x) \psi_m(x) \psi_n(x)$.

Expanding the equation of motion (2) in powers of $\psi$, up to $\psi^2$, with $\psi$ in the form (3), multiplying it by $\psi_m(x)$, and integrating over $x$, we obtain an infinite system of ordinary differential equations for the collective coordinates $\alpha_n(\eta)$ of the field $\psi$, where we introduce the imaginary-time variable $\eta = \sqrt{\mu_0} \tau$. It can be shown that due to the proximity of $I$ to $I_c$, two conditions for the eigenvalues $\mu_n$ are possible: either $\mu_0 \ll \mu_n$, $n > 0$ for relatively short junctions ($d \leq 1$) or large fields ($h \gtrsim 1$); or $\mu_0 \sim \mu_1 \ll \mu_n$, $n > 1$ for long junctions ($d \gtrsim 1$) and small fields ($h \ll 1$). Because of these inequalities, one can neglect all the equations in the system of equations for $\alpha_n$, except the first two (for details, see Ref. [8]). Thus, the system of equations for $\alpha_0$ and $\alpha_1$ takes the form

![FIG. 1 (color online). The magnetic field dependence of the escape rate’s exponent $B$ for fixed current ratios $I/1$, $h$, $d$, in the uniform junction $\gamma(x) = 0$, calculated according to Eq. (6); $d = 1.8$ and $T = 0$. The inset shows the schematic geometry of the Josephson junction.](image-url)
\begin{align}
\alpha_0 + \frac{\partial V}{\partial \alpha_0} &= 0, \quad \alpha_1 + \frac{\partial V}{\partial \alpha_1} = 0, \quad (4)
\end{align}

where the dot means derivative over \( \eta \), and the potential \( V(\alpha_0, \alpha_1) \) can be written as

\[ V = \frac{1}{2} \sum_{i=0,1} \left[ U_{ii} \alpha_i^2 + 3U_{i01} \alpha_0 \alpha_1 \alpha_i - \mu_i \alpha_i^2 \right]. \quad (5)\]

We should find a periodic solution of the system (4) with period \( \eta_0 = \sqrt{\mu_0} h \omega_p / T \) ("bounce" solutions). The exponent \( B = S_\beta / \hbar \) of the escape rate \( \Gamma = A \exp(-B) \) can be expressed through the functions \( \alpha_i(\eta) \), \( i = 0, 1 \) as

\[ B = \frac{9 \Lambda_{\alpha}^{5/2}}{(U_{000})^2} \int_0^{\eta_0} d\eta \left[ \sum_i \frac{\alpha_i^2}{2} - V(\alpha_0, \alpha_1) \right]. \quad (6)\]

Thus, we reduce the field-theory problem to the problem of one particle moving in the effective potential \( V(\alpha_0, \alpha_1) \) in two dimensions (not in 1D as in the usual particle-like approximation), where the \( \alpha_i \)'s play the role of the particle's generalized coordinates. Let us first consider the case of \( T \to 0 \), when quantum tunneling prevails. Our analysis shows that when \( d > d_c(I, h) \sim 4 \), there exist three bounce solutions to the system (4): \( \alpha_i^{(0)}(\eta), i = 0, 1 \). In analogy to the case \( \gamma(\eta) = 0 = \) considered in Ref. [8], one can say that the solution \( \alpha_i^{(0)}(\eta), \alpha_i^{(-)}(\eta) \) corresponds to the formation of a vortex (antivortex) nucleus at the left (right) junction edge, while the solution \( \alpha_i^{(0)}(\eta) \) describes the tunneling of \( \varphi \) as a whole (for details, see Ref. [8]). When \( \gamma(\eta) = \) \( h = 0 \), the solutions have the following symmetric properties: \( \alpha_i^{(0)}(\eta) = 0, \alpha_i^{(-)}(\eta) = -\alpha_i^{(+)}(\eta) \). Thus we have three channels of tunneling, with probabilities \( \Gamma^{(+)i} \propto \exp(-B^{(+)i}) \), \( B^{(-)} = B^{(+)i} \), and the total probability becomes \( \Gamma = \sum_i \Gamma^{(i)} \). The applied magnetic field breaks the vortex-antivortex symmetry \( B^{(-)} = B^{(+)i} \) making one of these channels more favorable. However, the total escape rate \( \Gamma \) is still symmetric with respect to the direction of the dc current if \( \gamma(\eta) = 0 \). For spatially inhomogeneous junctions with \( \gamma(\eta) \neq 0 \), we have \( \Gamma^{(+)} \neq \Gamma^{(-)} \), and the rectification \( V_{\text{DC}} = \frac{1}{2} \{ V(+) + V(-) \} \propto (\Gamma^+ - \Gamma^-) \) arises. Since the main contribution to the total \( \Gamma \) comes from the term corresponding to the minimum of \( B^{(0)} \), we will assume below that \( \Gamma \propto \exp(-B) \), where \( B = \min(B^{(i)}) \). When \( d < d_c(I, h) \) there is only one solution to the system (4), \( \alpha_i^{(0)}(\eta) \). When \( h \neq 0 \) and/or \( \gamma(\eta) \neq 0 \), we have \( \alpha_i^{(0)}(\eta) \neq 0 \), and, in contrast to the case studied in Ref. [8], a 2D consideration is required here, because there is no ratchet effect in a point (i.e., no \( x \) dependence) Josephson junction model (i.e., for a 1D particle approximation).

All these properties of the bounce solutions \( \alpha_i^{(0)} \) survive at finite temperatures up to some value \( T^* \), which is the crossover temperature between the quantum and classical regimes. At low temperatures, \( T < T^* \), the exponent \( B \) only slightly decreases with \( T \) (thermally stimulated tunneling). When \( T > T^* \), there are only imaginary-time independent solutions to Eq. (4), \( \alpha_i^{(i)}(\eta) = \tilde{\alpha}_i^{(i)} \), where the points \( (\tilde{\alpha}_0^{(i)}, \tilde{\alpha}_1^{(i)}) \) correspond to the extremes (minimum or saddle-points) of the potential \( V(\alpha_0, \alpha_1) \) (here \( s \) takes the values \( s = 0, \pm 1 \), if \( d > d_c(I, h) \), and \( s = 0 \) otherwise). Thus, when \( T > T^* \) the exponent \( B \) can be written as

\[ B = \frac{9 \Lambda_{\alpha}^{5/2} \hbar \omega_p |V_1|}{(U_{000})^2} \quad \text{max} \left[ V(\tilde{\alpha}_0^{(i)}, \tilde{\alpha}_1^{(i)}) \right]. \quad (7)\]

The crossover temperature \( T^* \) is the temperature where the period of the bounce solution, \( \eta_0 = \sqrt{\mu_0} h \omega_p / T \), becomes equal to the period of infinitesimal oscillations near the extreme point \( (\tilde{\alpha}_0^{(i)}, \tilde{\alpha}_1^{(i)}) \), corresponding to the maximum of \( V(\tilde{\alpha}_0^{(i)}, \tilde{\alpha}_1^{(i)}) \). The latter one is equal to \( 2\pi / \sqrt{\Lambda_{\alpha}^{(i)}} \), where \( \Lambda_{\alpha}^{(i)} \) is the positive eigenvalue of the matrix \( \partial^2 V / \partial \alpha_0 \partial \alpha_1 \) calculated at the point \( (\tilde{\alpha}_0^{(i)}, \tilde{\alpha}_1^{(i)}) \). As a result, the crossover temperature can be written as \( T^* = \hbar \omega_p \sqrt{\mu_0 \Lambda_{\alpha}^{(i)}} / (2\pi) \).

All results above were obtained for a dc current. We can also use all the above formulas for a slowly-varying current \( I = I_c \cos \Omega t \), assuming that at any time \( t \) the current can be considered as a dc one. This adiabatic limit is valid when the frequency \( \Omega \) is much smaller than the inverse imaginary-time period, \( 1/\tau_0 = T/h \). Therefore, we obtain the condition of adiabaticity [10]: \( h \Omega \ll T \).

Results and discussions.—Let us first neglect the spatial distribution of the critical current density, assuming that \( \gamma(\eta) = 0 \). In this case, the following condition is met \( B(-I, h) = B(I, h) \), and there is no rectification. In Fig. 1, we plot the magnetic field dependence of the exponent \( B(T = 0) \) for three fixed ratios \( I/I_c(h, d) \), where the critical current \( I_c(h, d) \) depends on the magnetic field. It goes to zero when \( h \) achieves the critical field \( h_c(d) \). Note the nonmonotonic dependence of \( B(h) \), which is related to the change in the characteristic properties of the static solution \( \varphi_0(x) \) with growing \( h \). The nonzero \( \gamma(\eta) \) breaks down the symmetry of \( B \) with respect to the direction of the current. In this case, we have two critical currents \( I_{-} \), corresponding to positive and negative directions of the current. Figure 2 shows the dependence of \( B(\pm I, h) \) and \( (1 - I_{-}^{2} / I_{+}^{2}) h \), calculated for a cubic-minus-linear \( \gamma(\eta) \) at the fixed ratio \( I/I_c(h, d) \), where \( I_c(h, d) \) is the critical current calculated for \( \gamma = 0 \). The ratio \( I_{-} / I_{+} < 1 \) for any value of the magnetic field, while \( B_{-} > B_{+} \) in some region of \( h \) and \( B_{-} < B_{+} \) in other regions; thus, resulting in a net voltage inversion. This reflects the fact that the probability of quantum tunneling is determined not only by the barrier’s height, but also by the barrier’s width. In our case, the former one is determined mainly by the critical currents.
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FIG. 2 (color online). The magnetic field dependence of B_+ = B(+I, h) (red solid curve) and B_- = B(-I, h) (blue dashed curve) for a fixed ratio I/I_c = 0.95, calculated for γ(x) = 0.27x^3 - 0.17x. The relative ratio (1 - I_c^- / I_c^+) as a function of h is shown by the green dotted-dashed curve. Here the parameters are d = 2.5, T = 0, (γ^2(x))^{1/2} = 0.1. In the region of h separated by the vertical dotted lines, we obtain B_+ > B_- although I_c^- < I_c^+. For h in this region, the change of sign of the rectification takes place when increasing T.

FIG. 3 (color online). The escape rate exponents B(+I) (red solid curve) and B(-I) (blue dashed curve) versus temperature calculated for γ(x) = 0.27x^3 - 0.17x. The difference B(+I) - B(-I) is shown by the green dotted-dashed curve. The other parameters are: d = 2.5, h = 2.25, I/I_c = 0.95. The profile γ(x) is shown in the inset.

Conclusions.—We have proposed a new type of ratchet
system where the dynamical variable is a field. Namely, we
have considered a long JJ with a spatially inhomogeneous critical current density i_c(x). In this case, the field character of the phase difference is crucial for the ratchet effect. The exponent of the escape rate of the phase difference ϕ was calculated as a function of: temperature, dc magnetic field, and dc or slow ac current. We have shown that due to both the magnetic field and the spatial inhomogeneity of i_c, the escape rate becomes asymmetric with respect to the direction of the current. This leads, in particular, to the appearance of a dc voltage when the system is biased by an ac current. We have also shown that, for definite shapes of i_c(x), the rectified voltage changes sign for T near the crossover temperature T_c between the quantum-tunneling and classical-hopping regimes. Thus, the proposed ratchet
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