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Analyzing recent experimental results �Reulet et al., Phys. Rev. Lett. 85, 2829 �2000�; Izmalkov et al.,
Europhys. Lett. 65, 844 �2004��, we find strikingly similar behaviors between two very different systems:
three-junction superconducting qubits and suspended carbon nanotubes. When these different systems are
ac-driven near their resonances, the resonance single-peak, observed at weak driving amplitudes, splits into two
subpeaks for strong driving amplitudes. We describe this unusual behavior by considering quantum tunneling
in a double well potential. Inspired by these experiments, we propose a mechanical qubit based on buckling
nanoscale bars �nanobars�—a nanoelectromechanical system so small as to be quantum coherent. We consider
how this nanomechanical qubit can be manipulated. A comparison between nanobars and superconducting
qubits suggests several future experiments on quantum electromechanics.
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I. INTRODUCTION

Micro- and nanoelectromechanical systems �MEMS and
NEMS� can bridge microelectronic and mechanical
functions.1 Mirrors, sensors, motors, amplifiers, switches,
and multifunctional devices have been fabricated.2–5 Since
the size of these devices keeps shrinking, experimental stud-
ies of NEMS are approaching the quantum limit of mechani-
cal oscillations,3,6–10 where quantum coherence and superpo-
sition should result in quantum parallelism. Quantum
electromechanical devices �see, e.g., Refs. 1, 2, and 6–9 and
references therein� brings both challenges, such as quantum
noise, and promises, such as macroscopic quantum
coherence,8,11,12 quantum teleportation,13,14 or the squeezing
of quantum noise �e.g., Refs. 15–18�. Recently, the quantum
mechanical properties of NEMS have been very actively
studied.19–24

The Euler instability produces two degenerate buckling
modes, as schematically shown in Figs. 1�a� and 1�b�, when
a longitudinal strain above a certain critical value is applied
to a bar with one or two ends fixed. Quantum descriptions of
these buckling modes were proposed in Refs. 11 and 12,
where the degrees of freedom of a buckled rod were reduced
to an effective displacement of the rod center. In the quantum
mechanical limit, these two buckling modes can be repre-
sented by the two lowest-energy states.12 These states can be
well-separated from the higher-energy excited states, so that
at low temperatures the buckling nanoscale bar �nanobar� can
be described as a two-level system.12,25–27 Moreover, since
nanobars can be charged or can carry electrical current, the
electric or magnetic field can be used to control25–27 their
quantum states. In other words, nanobars can be used for
nanomechanical qubits.25–27

The fascinating prospect of observing quantum coherent
phenomena in a macroscopic mechanical oscillator is one

motivation of this study. However, without strong experi-
mental support, it might be hard to judge the feasibility of
achieving macroscopic quantum coherence in NEMS. In
contrast to NEMS, experimental evidence has demonstrated
that superconducting charge,28 flux,29 and phase30 qubits, us-
ing a superconducting quantum interference device
�SQUID�, do exhibit quantum coherence. The observed mac-
roscopic quantum tunneling of fluxons in small Josephson
junctions definitely indicates a quantum behavior.31,32 Here,
we compare two experiments33,34 performed on driven sus-
pended carbon nanotubes and rf-SQUIDs. As reported in
Refs. 33 and 34, a resonance, when the frequency of external
force approaches a fundamental frequency, was observed to
exhibit the usual single peak structure at weak drives, trans-
forming to a double-peak structure for strong driving forces
�Fig. 2�a� and 2�b��. We stress the profound links among the
responses of these two different systems. We propose a
model, which is based on splitting energy levels in a double-
well potential, which qualitatively describes both apparently
different experiments. It is well-known �see, e.g., Ref. 34�
that the rf-SQUID can be described in terms of the dynamics
of a quantum particle in a double-well potential. For nano-
rods, the existing methods33 for the preparation of suspended
nanotubes unavoidably produces both the stress and bending
of nanorods. This should result in two buckling states and a
double-well potential. Note that most previous works35–37

were focused on the resonances in driven nanomechanical
systems described by a one-well �monostable� potential. Af-
ter an early version of this work, using a double-well poten-
tial, had appeared in Ref. 25, the resonance for a nanobeam
in a double-well potential, for different damping parameters,
was studied theoretically in Ref. 38. However, the transfor-
mation from the usual single-peak resonance for weak driv-
ing amplitudes into double-peak resonance, when the driving
force becomes stronger, was not studied. We claim that the
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two-peak structure could be used as a good test to distinguish
classical and quantum dynamics in mesoscopic systems. An-
other test of this transition has been proposed in Ref. 39. A
mechanical oscillator built into a SQUID has been studied in
Ref. 40.

This paper is organized as follows. In Sec. II we describe
experiments done for carbon nanotubes and rf-SQUIDs and
show that experimental data for both systems can be pre-
sented as a function of the average energy in the system
versus the relative deviation of the frequency from the reso-
nance. We also propose a phenomenological stochastic
model assuming that these systems could be modeled as a

particle moving in a double-well potential and tunneling be-
tween wells with a semiclassical probability. In Sec. III we
develop a general quantum model describing both of these
experiments. Namely, we use the standard parameters for an
rf-SQUID and calculate its average energy, which exhibits
the splitting resonance observed in that experiment. We also
demonstrate that a similar behavior can be expected for car-
bon nanotubes. In Sec. IV we describe how the quantum
state in nanotubes can be manipulated and propose nanome-
chanical qubits. �Some results presented in Sec. IV expand
upon results from Ref. 26. The small overlap provides a
more complete presentation.�

II. SPLITTING RESONANCE IN THREE-JUNCTION
SQUIDS AND NEMS

A. Analysis of experimental data

Experiments33 on suspended single-wall carbon nanotubes
�with a diameter of about 20 nm and length of about 1.7 �m�
excited by an electromagnetic wave show a resonance peak
with an unusual shape �Fig. 2�a��, for one of the fundamental
harmonics �0. As expected, a Lorentz-form resonance peak,
that grows with increasing intensity of the ac field, was ob-
served at weak drivings. Surprisingly, for higher amplitudes
of the externally applied electromagnetic wave, the reso-
nance splits into two subpeaks.33 When further increasing the
ac drive, these two subpeaks gradually move away from each
other, while their heights stop growing. It is important to
stress that this phenomenon was observed at a frequency
��0 /2��2 GHz� and temperature �T�100 mK� where
quantum effects start to dominate over thermal noise �T
���0 /kB�100 mK, with Boltzmann constant kB�. Also the
dissipation in the system was quite low �quality factor Q
�1500�, which is important to observe quantum effects.
Note that the fundamental frequency of this device can be
easily increased �at least by an order of magnitude, well into
the operating frequency 1–15 GHz of many superconducting
qubits�, for experimentally available carbon nanotubes with
shorter length.

Interestingly, a similar phenomenon has been recently
found34 for an aluminum three-junction SQUID qubit �sche-
matically shown in the inset of Fig. 2�b�� coupled to a nio-
bium resonant tank circuit �Fig. 2�b��. It was experimentally
proven,34 via the observation of quantum hysteresis �Landau-
Zener transitions�, that this circuit was operated in the quan-
tum regime �at �0 /2��20 MHz and T�10 mK�, though
for a worse ratio of quantum-to-thermal noise compared to
the carbon nanotubes33 �i.e., �0 /T� one order of magnitude
higher for the nanotube�. When the magnetic flux in the
SQUID was driven as ��t�=�dc+�ac cos��t�, the resonance
in the response, probed via the tank voltage as a function of
the dc flux, was found34 to exhibit a transformation from a
Lorentz-form single-peak to a double-peak shape �Fig. 2�b��
in striking similarity to suspended driven carbon
nanotubes.33 Sweeping the dc flux in the SQUID corresponds
to changing the fundamental frequency as

�0 = �0��dc = 0� + 	�0��dc� , �1�

with 	�0
 ��dc−�0 /2� and flux quantum �0. Thus we find
that the measured33,34 response, near resonance, of both sys-

FIG. 1. �Color online� �a� Double-well potential for a buckled
nanobar. As shown in the left panel, the lowest energy level is split
into two levels for f�=0 due to tunneling from the right potential
well to the left one. The lowest �blue or dark gray� and the first
excited �red or lighter gray� levels correspond to the symmetric and
antisymmetric combinations of the wave functions localized in the
left and right potential wells. The energy level splitting between the
left and right states could be controlled by the transverse force f�,
as shown in the top right panel. �b� A buckled rod qubit, where the
compressed longitudinal force f applied to the rod ends controls the
potential shape �� and � in Eq. �33�� and, therefore the energy
splitting at the degeneracy point. The transverse force f� allows one
to drive the rod to its degeneracy point. �c� Correlated noise pro-
duced by some phonons can be reduced using a decoherence-free
subspace �see, e.g., Ref. 35�: nearby qubits Q1 and Q2 �in red� can
be associated with one logic qubit.
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tems �carbon nanotube and three-junction SQUID qubit� de-
pends on the difference �−�0. Moreover, the measured
response33,34 for both systems �rf-SQUID and nanorod� is
proportional to their average energy. Indeed, for the rf-
SQUID circuit, the measured tank voltage corresponds to the
SQUID susceptibility, as proven in Ref. 41. The imaginary
part of the susceptibility is proportional to the ac losses in the
system. Dissipative losses were also effectively obtained in
the experiment with the nanorod.33 Namely, the measured
increase in the resistivity is proportional to the change in
temperature, which, in turn, is proportional to the ac losses,
as was mentioned in Ref. 33. It is a standard assumption42

that the energy dissipation near the resonance is proportional
to the energy in the system. Thus we can conclude that both
experiments for rf-SQUIDs and nanorods experimentally ob-
tained essentially the same dependence of the average energy
versus detuning frequency. This will be useful to establish
below that the measurements for driven carbon nanotubes33

and three-junction SQUID qubit34 essentially probe the same
effect.

B. Phenomenological interpretation

Before describing a full quantum model for this phenom-
enon �see the next section�, we propose how the incorpora-
tion of quantum tunneling can be used to understand these
still-unexplained experimental observations in nanotubes33

and three junction SQUIDs.34 In order to interpret the split-
ting of the resonance peak �Figs. 2�a� and 2�b��, we use a
model43 employing the equation of motion

ÿ + 2ẏ +
�U�y�

�y
= A cos��t� �2�

for the double-well potential U�y� shown in the inset in Fig.
2�c�, with small damping =0.01, and different driving am-
plitudes A. For simulations we use U�y�=U0�y−y0�2 / ��y0

−y1�y1� for �y � �y1 and U�y�=U0�1−y2 / �y0 y1�� for �y �
�y1�y0. Phenomenologically �in analogy to Ref. 43�, quan-
tum tunneling could be incorporated in the classical dynam-
ics �2� as a stochastic process: tunneling between the two
potential wells can occur randomly when a “particle” passes
the turning point with a probability

P = exp�−
2	2

�



−a

a

	U − E dy� , �3�

where a is the classical turning point, and E= �ẏ�2 /2+U�y� is
the energy of the particle. This particle can mimic the buck-
ling mode or phase difference in the SQUID, as shown be-
low in Secs. III B and III C.

Simulating stochastic dynamics, Eqs. �2� and �3�, allows
us to qualitatively describe the resonance of a quantum par-
ticle in a double-well potential �a more complete, fully quan-
tum mechanical, theory will be discussed in the next section�
and also to obtain the transition to the classical regime �Figs.
2�c� and 2�d��.

�1� When the potential barrier U0 is comparable with ��0
�i.e., a few levels can exist in the potential well�, we find that
the single resonance peak, at low driving, splits into two

FIG. 2. �Color online� �a� Experimental resonance �Ref. 33� of
the effective dissipation �which is proportional to the average en-
ergy �E� as a function of the dimensionless reduced detuning fre-
quency ��−�0� /�0, for a suspended carbon nanotube, for different
values of the power P of the externally applied ac electromagnetic
wave. �b� The resonance in the response of the three-junction
SQUID probed by measuring �Ref. 34� the voltage for the resonant
tank VT for different driving amplitudes �Vd=23.8 �V for the single
peak resonance and Vd=30 �V for the split resonance� as a func-
tion of ��−�0� /�0. For these different systems, a similar splitting
of the resonance peak was observed �Refs. 33 and 34� Schematic
diagrams for a driven suspended carbon nanotube and three junc-
tion SQUID are also shown at the top. The simulated resonance
�average energy �E versus the dimensionless detuning frequency
��−�0� /�0� for quantum �c� and classical �d� particles moving in
the double-well potential shown in the inset of �c�. A quantum de-
scription �c� agrees with experiments �Refs. 33 and 34� ��a� and
�b��: For quantum particles, the standard Lorentz-form resonance
peak for weak ac drives �c, dashed red curve, drive amplitude A
=0.005, i.e., about a factor of 0.02 of the barrier height U0 and half
of the level splitting� separates into two subpeaks due to tunneling
at stronger drives �dotted blue curve, A=0.01�0.04U0 �i.e., almost
equal to the level splitting�; solid green curve, A=0.0135
�0.055U0 �i.e., about 1.35 times the level splitting��. A classical
description �i.e., when the level splitting is negligible� presented in
�d� cannot describe experiments �Refs. 33 and 34� ��a� and �b��: For
classical particles, the weak-driving Lorentz-form peak �dashed red
curve, A=0.005�0.02U0� becomes asymmetric and exhibits a dis-
continuous jump �E��� �solid green curve, A=0.0135�0.055U0�
due to the nonlinearity of U�y�.

QUANTUM ELECTROMECHANICS: QUANTUM TUNNELING… PHYSICAL REVIEW B 75, 165417 �2007�

165417-3



subpeaks �Fig. 2�c�� for higher drives; in agreement with
experimental findings.33,34 At low driving, the energy E of
the quantum “particle” �whether a SQUID or a nanotube� is
also low and the probability of tunneling is negligibly small,
thus the usual Lorentz form of the resonance occurs. When
the driving �and, thus, energy� increases, the particle starts to
tunnel between the wells and the single resonance peak splits
into two subpeaks.

�2� For the case of “more classical” particles, U0���0,
the probability of tunneling is always very low. When driv-
ing increases, the particle �which is always located in the
same well� begins to feel the strong nonlinearity of the po-
tential U�y�, resulting in the energy dependence of the oscil-
lation frequency �0�E�. Instead of a split resonance, the reso-
nance peak as a function of frequency shows the standard
asymmetric shape with a sharp jump of �E���, associated
with mechanical hysteresis42 �Fig. 2�d��.

Thus in order to explain the behavior observed in these
experiments,33,34 we need to require that the excitation en-
ergy ��0 is of the order of the height U0 of the potential
barrier and larger than the thermal energy kBT. This is a
natural definition of “quantum regime” for these systems.

III. THEORY OF SPLITTING RESONANCE

A. General approach

In accordance with the result of our phenomenological
model described above, we now consider a double-well po-
tential U�x� with a few levels �say, n=1 and 2�. Due to tun-
neling, each level splits into two sublevels combined in two
groups with different n=1 and 2. Thus we end up with four
levels denoted by �n=1, �=−�, �n=1, �=+�, �n=2, �=−�,
and �n=2, �=+� with energies

E1± = E1 ± 	1 and E2± = E2 ± 	2. �4�

Schematics of these levels are shown in Fig. 3�c�. The space-
time-dependent perturbation V�x , t�=V�x�cos��t� acts on the
system and � is close to the resonance frequency ��12
=E2−E1. The Shrödinger equation for the system can be
written as

i�
��

�t
= Ĥ�V�t��� . �5�

Assuming the perturbation V�x , t� to be small with respect to
the level spacing ��n,n+1, we derive, up to second order per-
turbation, the effective Hamiltonian

Ĥ�V�t�� = Ĥ0 + �2V2�x� + Ĥ�t� , �6�

where Ĥ0= Ĥ�V=0� and

Ĥ�t� = �1V�x�cos��t� + �2V2�x�cos�2�t� . �7�

If the Hamiltonian Ĥ�V�t�� nonlinearly depends on the per-
turbation V �i.e., �2�0� which is the case for both rf-
SQUIDs and nanorods �see below�, the interaction produces,
in general, both time-dependent drives with frequencies �,
2� , . . . and the deformation of the static potential from U to

U+�2V2�x�. Thus, when the driving amplitude increases, the
energy splittings 	1 and 	2 change. This produces the split-
ting of the resonance.

In order to calculate 	1, 	2, and the transition rates be-
tween levels, we choose V�x�=V0x which is the case for both
the SQUID circuit or the nanorod �see below�. Using the

FIG. 3. �Color online� �a� The dependence of the normalized
average energy �E /EJ versus normalized frequency detuning

��−�12� / �̃p, with EJ /��̃0=40, �̃=1.6, �̃=0.4, semiclassical
matrix elements �x1�= �x2��10−4, �ampl=0.5 �red solid line�, �ampl

=0.4 �green dotted line�, and �ampl=0.1 �blue dashed line�. Note
that when the driving increases, the barrier height decreases accord-
ing to Eq. �29� as follows: U0�0.75 for �ampl=0.1, U0�0.7 for
�ampl=0.4, and U0=0.67 for �ampl=0.5. �b� The black solid line
presents the frequency difference 	peaks between subpeaks of the
split resonance, versus power, for the same parameters used in panel
�a�. The dashed part of this curve corresponds to the situation when
the two-subpeak structure cannot be resolved. The dotted red line
shows the dependence of the split-peak �or subpeak� height, nor-
malized by its value at �ampl=0.2. �c� Schematic diagram of the
four energy levels participating in the splitting resonance.
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eigenstates �k=�n,�� of the Hamiltonian Ĥ0+�2V2�x� as the
basis, we will seek wave functions � of the form
�=�kak�t��k. The expansion coefficients, ak, satisfy44

i�ȧk = �
m

Hkm�t�am�t� , �8�

where

Hkm�t� =
 �k
*Ĥ�t��md3r = ei�kmtFkm�t�, �km =

Ek − Em

�
,

�9�

and ȧ�da /dt. In general, only two groups of levels �say,
with n=1 and 2� are in resonance with the external perturba-
tion which excites the transitions between sublevels �=±
belonging to different groups �different n�. In the
experiments33 a set of resonance peaks was observed: each
peak corresponds to a resonance between two particular
groups of levels.

Consider two groups of levels, say, n=1 and 2. The ener-
gies E1 and E2 are defined by the Bohr-Sommerfeld rule44

1

��



xn

xn+	xn 	2m�En − U�x� − �2V0
2x2�dx = n +

1

2
, �10�

where xn and xn+	xn are the corresponding turning points,
and m is the effective mass. The splitting 	n�En of the
levels within a group is defined by44

	n =
En

�
exp�−

1

�



−xn

xn 	2m�En − U�x� − �2V0
2x2�dx� .

�11�

Since only these four levels �1− ,1+ ,2− ,2+ � are in reso-
nance with the external perturbation, we can ignore the tran-
sitions to all other levels and omit the off-resonance pertur-
bation with cos 2�t in Eq. �7� when describing the evolution
of the system. Since the considered perturbation is an odd
function of x, only transitions that change the parity � of the
wave functions can occur. Thus we derive for an

±=an,�=±

i�ȧ1
− =

�1V0

2
x1ei��+�2�ta2

+,

i�ȧ1
+ =

�1V0

2
x2ei��−�1�ta2

−,

i�ȧ2
− =

�1V0

2
x2

*e−i��−�1�ta1
+,

i�ȧ2
+ =

�1V0

2
x1

*e−i��+�2�ta1
−, �12�

where the detuning frequency

� = �12 − �, �1 = 	1/�, �2 = 	2/� , �13�

and the matrix elements

x1 =
 �2,+
* x�1,−dx, x2 =
 �2,−

* x�1,+dx . �14�

The solution of Eqs. �12� is obtained in the Appendix.
Using the result obtained there for the wave function, we
derive the expression for the average energy of the system,
�E���:

�E =
���12 + �2��1

2V0
2�x1�2

2	2�2��1�2
+

��12�1
2V0

2�x2�2

2	2�2��2�2
+

��1��2
2 + �2

2�

2	2��2�2
,

�15�

where the variables �i and �i are defined as

�1 =
� + �2

2
, �1 =	�1

2 + ��1V0�x1�
2�

�2

,

�2 =
� − �1

2
, �2 =	�2

2 + ��1V0�x2�
2�

�2

. �16�

The function �E������ has two peaks: one for �=�1 and
another for �=−�2. The widths of these peaks �	�1 and
	�2� are

	�1 �
��1V0x1�

2�
, 	�2 �

��1V0x2�
2�

. �17�

The distance between these two peaks increases with the
increase of the level splitting 	n. According to Eq. �11�, this
splitting grows when increasing the perturbation amplitude
for �2�0. If the splitting 	n is small, the two resonance
peaks merge into a single peak. Assuming that �x1���x2�, we
derive from Eqs. �15� and �16� that the peaks can be resolved
if

	1 + 	2 � ��1V0�x1 + x2��/2. �18�

The peak width increases linearly with the growth of the
perturbation amplitude V0 while the energy level splitting
increases exponentially with V0. Therefore we conclude that
the resonance peak splitting can be observed if the value �2
is not too small. Of course, it is not possible to find an
explicit form for the splitting criterion without having a spe-
cific expression for the potential well U�x�.

The peak heights, 	Ei, are independent of the perturba-
tion amplitude,

	E1 � 	2���12 + �2� �19�

and

	E2 � 	2��12, �20�

as it follows from Eqs. �15� and �16�. However, if the two
resonance peaks merge into a single peak, the height of this
single peak will be evidently larger than the height of each
independent peak. When the splitting grows, the heights of
the peaks decrease and become approximately half the height
of the original single peak. Remarkably, this prediction co-
incides with the experimental data for the three-junction
SQUID, Fig. 2�b�.

Thus we argue that the splitting of the resonance peak for
strong driving amplitudes indicates that a double-well-
potential system is in the quantum regime. Below we apply
this general approach for the analysis of the resonance split-
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ting in the case of a three-junction SQUID circuit and a
nanorod system. Also, we note that the calculated averaged
energy can be easily linked �see discussion at the end of Sec.
II A� to the experimentally obtained quantities for both the
rf-SQUID34 and the nanorod.33

B. Three-junction rf-SQUID

Here we analyze an rf-SQUID, schematically shown in
the inset of Fig. 2�b�. The rf-SQUID has two identical junc-
tions �both denoted by the subindex 1� and a third junction
�denoted by subindex 2� with a different value of the tunnel-
ing current and capacity. Following the standard approach
�see, e.g., Refs. 45 and 46�, we now write down the equa-
tions for the gauge-invariant phase difference �i across the
ith junction,

�̈i + �̃i
2�sin �i −

I�t�
Ici

� = 0, 2�1 + �2 =
2��ext�t�

�0
,

�21�

where �̃i= �2eIci /�C̃i�1/2 is the Josephson plasma frequency,

and C̃i and Ici are the capacity and critical current of the
junctions. Following the experimental setup,34 the SQUID is
biased by a dc flux �dc and is driven by an ac flux �ac, i.e.,
�ext=�0��dc+�ac�t�� / �2�� with �ac=�ampl cos �t. Note
that hereafter �dc, �ac, and �ampl are dimensionless.

We can eliminate �2 and obtain the equation for the
gauge-invariant phase difference �1 through the two identi-
cal junctions

�̈1 + �̃p
2�sin �1 + �̃ sin�2�1 − �ac − �dc�� + �̃�2�ac�t� = 0

�22�

where

�̃p
2 =

2eIc1

��2C̃2 + C̃1�
,

�̃ =
Ic2

Ic1
, �̃ =

C̃2

2C̃2 + C̃1

. �23�

From this equation we derive the effective dimensionless
Hamiltonian

Heff

EJ
=

1

2�̃p
2 �̇1

2 − �cos �1 +
�̃

2
cos�2�1 − �ac − �dc��

+ �̃
�2

�̃p
2 �ac�1 �24�

with the Josephson energy of the first junction, EJ
=�0Ic1 /2�c.

Following the approach outlined in Sec. III A, we expand
Heff /EJ up to second order with respect to �ac and omit
nonresonance terms �i.e., 2� terms�. As a result, we obtain

Heff/EJ = �̇1
2/2�̃p

2 + U��1� + F��1,t� �25�

with

U��1� = − cos �1 −
�̃

2
�1 −

�ampl
2

4
�cos�2�1 − �dc� ,

F��1,t� = ��̃
�2

�̃p
2 �1 −

�̃

2
sin�2�1 − �dc���ampl cos��t� .

�26�

In the experiment,34 the bias flux was �0 /2, which corre-
sponds to �dc=� in our notation. For this case, the potential
U has a double-well form,

U��1� = �̃�1 −
�ampl

2

4
�cos2��1� − cos �1, �27�

and the drive F��1 , t� is odd with respect to �1,

F��1,t� = � �̃

2
sin�2�1� + �̃

�2

�̃p
2 �1��ampl cos��t� . �28�

Next, we can apply the general approach developed in
Sec. III A to calculate the average energy �E of the system
using the potential energy �27� and drive �28�. The extreme
points of the potential �27� correspond to �1=0 and cos �1
=1/2�̃�1−�ampl

2 /4�. The double-well potential exists if
2�̃�1−�ampl

2 /4��1. In this case, the height of the potential
barrier U0 becomes

U0��ampl� =
�2�̃�1 − �ampl

2 /4� − 1�2

4�̃�1 − �ampl
2 /4�

. �29�

The perturbation approach is applicable when

�U0��ampl� − U0�0�� � U0�0� �30�

and �ampl�1.
Employing Eqs. �10�, �11�, and �14�–�16� we obtain the

splitting of the resonance �see Fig. 3� when increasing the
amplitude of the ac drive, in agreement with the experimen-
tal data34 �compare Figs. 2 and 3�a��. In Fig. 3�b�, we present
the dependence of the distance between subpeaks of the
splitting resonance versus driving power: the frequency dif-
ference 	peaks between subpeaks increases, in agreement
with experimental findings.34 Also, the normalized height of
the subpeaks versus the power �dotted line in Fig. 3�b�� is in
agreement with the SQUID experiment.34 The condition �30�
is evidently correct for the parameters ��̃�1 and �ampl
�1/2� used in our calculations. Note that, for the studied
circuit, we need to use EJ�d�1� /��̃p, instead of
	2mEn�dx� /� in the integrals �10� and �11�. We stress that
the resonance splitting disappeared when EJ /��̃p increases,
i.e., in the classical limit; in agreement with our phenomeno-
logical model.

C. Nanomechanical rod driven by ac electromagnetic fields

The energy of a compressed charged rod in an external
electric field can be written as47
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Fb�X� = 

0

lmax

dl� IY�X ��2

2Y2�l�
+ f �Y�l� − 1� + Xf�� ,

�31�

where X�l� is the transverse deviation from the straight po-
sition, parametrized by the arclength l �0� l� lmax� and
Y�l�=	1− �X��l��2. Here we introduce the elastic modulus Y
and the moment of inertia I of the rod, the mechanical force
f acting at the end of the rod in the longitudinal direction,
and the transverse force f�. Hereafter, we use the notation
d /dl��. We assume a buckling mode X�l�=y sin��l / lmax�,
which corresponds to a rod with hinged ends. The particular
choice of the boundary conditions at X�0� and X�lmax� �e.g.,
X�0�=X��0�=X�lmax�=X��lmax�=0� does not affect the es-
sential results. Substituting X�l� into Eq. �31�, and expanding
Fb up to y4, we obtain the potential energy U as a function of
the collective buckling coordinate y. Note that this approach
is similar to one done in Refs. 11 and 12. The double-well
potential �Fig. 1�a�� corresponding to the buckling modes
y sin��l / lmax� of a nanorod �Fig. 1�b�� takes the form

U�y� = �y2 + �y4 +
2lmaxf�

�
y , �32�

where the parameters can be derived �see, e.g., Ref. 48� as

��f� =
�2

4lmax
�fc − f� ,

��f� =
�4

64lmax
3 �4fc − 3f� ,

fc =
IY�2

lmax
2 . �33�

For zero transverse force f�=0 and f � fc, this potential has
two minima, at y= ±y0�f�= ±	−� /2�, that are separated by
a potential barrier

U0�f� = �2/4� . �34�

If the longitudinal force f is large enough, we should take
into account that the length of the rod changes to

lmax = lmax 0 + �
f�

Y
, �35�

when it is stretched by the applied force with a constant �
�1 depending on the experimental setup. Expanding U�y�
up to second order with respect to the applied force f� we
return to the problem studied in Sec. III A. Indeed, for f
� fc, the deformation of the static potential can be written as

U�y� = U�lmax 0� + �5�y2 + 36�y4 +
2Y

��
y� �2

2Y2 f�
2 . �36�

Using the results obtained in Sec. III A, we conclude that the
sign of �2 in Eq. �7� is positive, which is needed for the
splitting resonance.

Therefore we can conclude that the two-peak resonance
indicates that both, the three-junction SQUID qubit34 and the

suspended carbon nanotube,33 operate in the quantum re-
gime. Thus the technology for fabricating suspended buckled
carbon nanotubes, working in the quantum regime, already
exists.33 In view of the explosive growth of NEMS technol-
ogy, below we discuss the prospect of such buckling charged
nanobars �the clamping at the base ensures an anisotropic
nanobar instead of an isotropic nanotube� as candidates26,27

of quantum bits for quantum information processing.

IV. CONTROLLING QUANTUM STATES OF A NANOROD
IN A DOUBLE-WELL POTENTIAL

In this section we outline the proposal of using a sus-
pended nanorod as a qubit �for more details see Ref. 26�.
First of all, the nanorod has to have an anisotropy �e.g., a
nanobar with rectangular cross section� in order for it to bend
in two preferable directions, forming two possible states. To
control the quantum states of the rod we need: �i� a longitu-
dinal compressing force f acting on the rod ends, and �ii� a
transverse force f�, which can be produced via, e.g., inter-
acting the charged nanorod with an electric field. Note, for

FIG. 4. �Color online� Schematic diagram of a procedure for
controlling the quantum state of a nanobar via coherent oscillations
at the degeneracy point �see also Ref. 26�. Applying the perpendicu-
lar force f� initializes the system during the stage �i�. Turning off
f� brings the rod to its degeneracy point, and the nanorod starts to
oscillate a time t	 during stage �ii�. To observe coherent oscilla-
tions, measurements �e.g., optically or electrically� must be done for
many values of t	.
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zero transverse force f�=0, our qubit �Fig. 1�b�� is in its
degeneracy point. Therefore the proposed qubit is somewhat
similar to the so-called “quiet” qubits,49 which are set in the
degeneracy point for a zero external drive. This should de-
crease decoherence in the system.

In order for a nanorod to be a qubit, the first two levels
E1−	1 and E1+	1 should be well-separated from higher ex-
cited states En±	n. Energies E1 and E2 in the right well can
be estimated assuming a parabolic potential well shape U
�m�0

2�y−y0�2 /2 with

�0�f� = �U��y0�
m

�1/2

= 2� �

m
�1/2

, �37�

where �0�f� is the classical oscillation frequency in each
well, y0=	−� /2�, and m is the mass of the nanorod. Thus

E1�f� = 3���/m�1/2 �38�

and

E2�f� = 5E1�f�/3. �39�

The splitting 	1 between the left and right buckled states can
be expressed as44

	1�f� �
2

�
	�

m
exp�−

�	2m�U0 − E1�

2�	�
� �40�

with U0=�2 /4�. We emphasize that the longitudinal force f
allows one to control the splitting 	1�f� as well as the energy
E1�f�. Also, the higher levels are well-separated from the two
lowest ones:

E1
+ − E1

−

E2 − E1
= 2

	1

��12
�

	1

��0
� 1. �41�

Changing the transverse force f� moves the system out of
the degeneracy point, allowing one to manipulate the pro-
posed nanomechanical qubit.

The nanomechanical qubits could be manipulated
electrically26 �Fig. 4�. In analogy to the Cooper pair box50

�see Table I�, one could prepare the nanobar qubit in the �R
state by setting a transverse electric field E� towards the left
�assuming the nanobar is negatively charged�. By very
quickly turning off this electric field and bringing the system
to the degeneracy point, the nanobar state is brought to a
coherent superposition of ��R± �L� /	2 with energies
E1−	1 and E1+	1. Because of the splitting energy 	1, the
system then starts to oscillate coherently with time-
dependent wave function �rod

TABLE I. Comparison of Josephson-junction superconducting �JJ SC� flux, JJ SC charge, and nanobar
qubits �QB�, see also Ref. 26.
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�rod�t� =
1
	2
� ��R + �L�

	2
exp� i	1t

�
�

+
��R − �L�

	2
exp�− i	1t

�
�� . �42�

After a period of time t	, the qubit can be in either the
�R state with probability cos2�	1t	 /�� or the �L state
with probability sin2�	1t	 /��. Therefore by detecting the
nanobar position, as a function of t	 �see Fig. 4�, one
could determine the coherent oscillation frequency and the
system decoherence by monitoring the decay of these oscil-
lations.

It is well-known that decoherence can be characterized by
two time scales: relaxation time, T1, which is determined by
the relaxation rate from an excited state to the ground state,
and the dephasing time, T2�2T1, describing a loss of the
quantum coherent dynamics. Rough estimates for the relax-
ation time T1 can be done by using experimental data from
Ref. 33. Since the resonance occurs at the frequency
�0 /2��2 GHz and the quality factor was Q�1500, we ob-
tain T1�2�Q /�0�0.8 �s, which is comparable with other
solid state qubits �for more systematic studies of noise
sources that would affect decoherence see, e.g., Refs. 51 and
52�.

In order to characterize the superposition state in Eq. �42�,
we can easily estimate the mean square displacement �y2
of the rod. If the strong force f� acts on the rod towards
the right, it produces small oscillations near the position
y1��lmaxf� /2���1/3�0 and �y2�y1

2. After turning off
the force f�, the rod oscillates either near the right
minimum 	−� /2� or the left one −	−� /2�, and tunnels
between these minima. Thus in the superposition regime
�y=0 and

�y2 � 2�y0�2 � �1 −
f

fc
�lmax

2 . �43�

Note that the detection of the mean square displacement
could be done either electrically or optically �further infor-
mation about detection could be found, e.g., in Refs. 6, 23,
39, and 53–55�.

Implementation of nanomechanical qubits would be an
ironic turn of events, given that the first computers �by Bab-
bage� were mechanical. Recently, suspended nanobars
�driven by a 25 MHz current through an attached electrode�
switching between two distinct states were fabricated.56

These suspended nanobars have already been tested56 as can-
didates for fast and low-power-consumption storage memory
devices. Still, many challenges lie ahead on the road to prac-
tical quantum electromechanics. We hope that our proposal
here stimulates more research towards the ultimate quantum
limit of NEMS.
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APPENDIX: AVERAGE ENERGY OF THE SYSTEM

In order to solve Eq. �12�, we introduce new variables
b1

−=a1
−e−i��+�2�t and b1

+=a1
+e−i��−�1�t, which obey

ḃ1
− + i�� + �2�b1

− =
�1V0

2i�
x1a2

+,

ḃ1
+ + i�� − �1�b1

+ =
�1V0

2i�
x2a2

−, �A1�

ȧ2
+ =

�1V0

2i�
x1

*b1
−, ȧ2

− =
�1V0

2i�
x2

*b1
+. �A2�

Substituting Eqs. �A2� in Eqs. �A1�, we obtain

b̈1
− + i�� + �2�ḃ1

− + ��1V0

2�
�2

�x1�2b1
− = 0, �A3�

b̈1
+ + i�� − �1�ḃ1

+ + ��1V0

2�
�2

�x2�2b1
+ = 0, �A4�

where b̈�d2b /dt2 and ḃ=db /dt. The solutions to these equa-
tions are

b1
− = e−i�1t�C1ei�1t + C2e−i�1t� ,

b1
+ = e−i�2t�C3ei�2t + C4e−i�2t� , �A5�

where Ci are constants to be found, while �i and �i are
defined in Eqs. �16�. Returning to the coefficients ak, we
derive

a1
− = ei�1t�C1ei�1t + C2e−i�1t�, a1

+ = ei�2t�C3ei�2t + C4e−i�2t� ,

�A6�

a2
− = −

2�e−i�2t

�1V0x2
�C3��2 + �2�ei�2t + C4��2 − �2�e−i�2t� , �A7�

a2
+ = −

2�e−i�1t

�1V0x1
�C1��1 + �1�ei�1t + C2��1 − �1�e−i�1t� . �A8�

Then, we assume that at t=0 the system is in the two
lower-energy levels, that is, a2

±�0�=0; and the probabilities,
�a1

−�0��2 and �a1
+�0��2, to occupy two lower-lying levels are

equal. Adding the normalization condition, �a1
−�0��2

+ �a1
+�0��2=1, we find

a1
−�t� =

ei�1t�i�1 sin �1t − �1 cos �1t�
	2�1

,

a1
+�t� =

ei�2t�i�2 sin �2t − �2 cos �2t�
	2�2

,
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a2
−�t� = −

4i�e−i�2t

2	2�2�1V0x2

��2
2 − �2

2�sin �2t ,

a2
+�t� = − C1

4i�e−i�1t

2	2�1�1V0x1

��1
2 − �1

2�sin �1t . �A9�

The average energy of the system, �E, can be expressed in
terms of the coefficients ak�t� as follows:

�E =
2����12 + �2�

�1



0

2�/�1

�a2
+�t��2dt

+
2���1

�2



0

2�/�2

�a1
−�t��2dt +

2���12

�2



0

2�/�2

�a2
−�t��2dt .

�A10�

After averaging over time we derive the expression for
�E presented in the text �Eq. �15��.
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